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Abstract  
The breast cancer identification at early stage remains a difficult task for radiologist and 
researchers who deal with breast cancer identification process. The big data and image processing 
coupled together makes a remarkable attempt to solve addressed issues in identification process. 
The procedure followed in big data mining is much related to the process followed in data mining 
but differs in handling the huge voluminous confidential medical data. The process followed in 
the early stage of the research is to collect the breast cancer infected data from WBC, were the 
preprocessing and feature extraction process is carried out for improving the quality of the 
collected data as well as to increase the efficiency of the featured breast cancer data. The proposed 
KNN-XGBOOST classification algorithm is implemented further in segmentation and 
classification process. The procedure helps in classifying the two different classes segmented in 
feature identification process using proposed PCA-K-mean clustering technique earlier. The 
severity levels in breast cancer can be easily identified using the proposed KNN-XGBOOST 
classification algorithm with minimum time. The proposed classification technique is tested with 
similar classification techniques for finding the accuracy of identification process. The proposed 
KNN-XGBOOST performance is better than the other existing classification techniques with best 
time taken for implantation.           
 

1. Introduction 
 
Computer vision based technology in predicting the presence of cancer plays a major role in 
identifying the breast cancer in human body. The latest technologies of big data analyses  coupled 
with clinical cancer cell predictions are very useful in improving chance of early detection and 
increases the chance of remedial actions on breast cancer. Most of the research work carried out 
the field of breast cancer perdition concentrates on finding the presence of cancer cells on later 
stage or intermediate stage. The process followed in existing research work are not limited in 
using computerized technologies rather using big data technologies for better results.    
The used data in the research work are huge in number and very confidential healthcare record. 
Though the data should be maintained with much more care and should be maintained with high 
security. The Big data is one of the computerized fields were analyzing and visualization of 
collected data from huge data are maintained with much more care. The processing of the 
collected data can be much more effective while comparing with other computer vision-based 
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approaches.   
 With more than 1 in 10 new cancer diagnoses each year, breast cancer is the most common cancer 
in women. It is the second most frequent cancer-related death among women worldwide. The 
breast's milk-producing glands are located in front of the chest wall anatomically. They are 
supported by ligaments that connect the breast to the chest wall and lie on the pectoralis major 
muscle. The breast is made up of 15–20 lobes that are organised in a circle. The size and shape 
of the breasts are determined by the fat covering the lobes. Each lobe is made up of lobules that 
contain the glands that produce milk when hormones are stimulated. Breast cancer develops 
silently at all times.  
The majority of people learn they have their disease during routine screenings. Others might 
exhibit a breast lump that was discovered by accident, a change in the size or contour of the 
breasts, or nipple discharge. Mastalgia, however, is a frequent condition. Breast cancer diagnosis 
requires a physical examination, imaging, particularly mammography, and tissue biopsy[34]. 
With earlier diagnosis, the survival rate increases. Poor prognosis and distant metastasis are 
caused by the tumor's propensity to spread lymphatically and hematologically. This clarifies and 
highlights the significance of breast cancer screening initiatives. 
Although the a etiology of breast cancer is complex and still not fully understood, there are several 
established risk factors. 10% of breast cancers are caused by genetic abnormalities and the rest 
of the percentage are mostly unidentified due to variations in symptoms. The identification 
process and prediction procedure followed through clinical procedure takes time and creates 
many subsequent problem in patient’s health.  
Big data and machine learning algorithms are very useful in reducing the barriers of accuracy in 
earlier identification process and reduces the prediction time drastically. The initial stages 
followed in big data analyzing process is much like that of the data mining process and only 
varies in using a huge amount of data in prediction procedure. The difference of the bigdata 
analyzing stage is seen in the pattern identification stage and rue generation stage.  
The pre-processing stage removes the irrelevancies present in the collected data and feature 
extraction process or selection process is mostly considered as optional one, but this research 
work uses the feature extraction process for selecting the necessary features wanted in prediction 
process. The stage next to selection process is to process the collected data into the proposed 
algorithmic techniques. 
Breast cancer datasets collected from WBC that are organised and semi-structured to use for 
evaluating process. With the aid of a clustering-based technique and principal component analysis 
(PCA), the dimensional data present in the gathered breast cancer dataset are decreased[29]. The 
outcomes of the dimensionality reduction procedure are regarded as a novel feature used in the 
analysis phases. In the testing step, proper training is provided for the new features obtained 
through dimensionality reductions and sent for creating models in the classification process.   
The proposed KNNXGBOOST Classification algorithm is a combination of KNN mean based 
clustering algorithm and Xgboost classification algorithm, which is very useful in classification 
stage. The proposed algorithm is tested with various existing algorithm for accuracy and time 
taken for implementation. The proposed algorithm performance is best compared with other 
existing algorithms such as Decision Tree, Gradient Boosting, Gaussian Naïve Bayes, KNN, 
Logistic Regression, Random Forest, SVM Linear and SVM RBF.     
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2. Literature Review 
Extremely large volumes of data have been created experimentally as a result of the computer 
simulations. This led to the extensive development of large data processing techniques and 
technologies as well as shifts in scientific research paradigms, including data-intensive science. 
Data-intensive scientific discovery (DISD), often known as Big Data issues, is the birth of a new 
paradigm in science [5]. The adjustment entails new study being conducted and knowledge being 
discovered through data analysis. During this procedure, significant correlations are looked for, 
and cutting-edge knowledge discovery techniques are used. Knowledge discovery is based on 
"data-intensive decision making," which is enabled by the new paradigm's methodologies and 
technological advancements [6].  
Data collection, integration and selection, analysis, and data-intensive decision making are all 
included in the DISD paradigm[30]. There are also challenges associated with the processing 
technologies, including data accumulation, storage, searching, sharing, analysis, and 
visualisation, as well as parallel, distributed, and in memory processing. For the development of 
personalised medicine, human genetic variety, rare and common mutations connected to the 
sensitivity of human disease, and genetic diversity are crucial [7]. In accordance with each 
patient's unique characteristics and, in particular, based on genetic analysis of each individual 
patient, precision medicine provides appropriate and ideal illness diagnostics, medical decisions, 
treatments, and therapies [8, 9].  
With the development of precision medicine, the workload and complexity of physicians' job in 
the diagnosis of breast cancer have recently increased. The study of cancer has undergone 
constant evolution [10]. One of the most dangerous and prevalent tumours that primarily affects 
women is breast cancer. Up to 10% of all breast cancers have mutations in the BRCA1 and 
BRCA2 genes, which are responsible for the majority of inherited instances of breast cancer [11]. 
The likelihood of survival rises with early diagnosis. Consequently, a technique for accurately 
and consistently diagnosing breast cancer is required. In order to analyse breast cancer data, a 
variety of data mining and machine learning techniques are available, including image processing 
and retrieval[31]. One of the most significant and fundamental tasks in machine learning and data 
mining is classification. 
Breast cancer develops when cells start to proliferate uncontrollably. These cells typically 
develop into tumours, which are frequently detectable on an x-ray or felt as lumps. The tumour 
is malignant (cáncerous) if the cells can spread (metastasize) to distant areas of the body or grow 
into (invade) surrounding tissues. Breast cancer mostly affects women, but it can also affect men. 
Breast cancers can begin in several parts of the breast. Most breast cancers (called ductal cancers) 
start in the milk-transporting ducts that go to the nipple[35]. Some begin in the breast milk-
producing glands (common cancers) [6].  
The initial stage is typically when oncology doctors attempt to determine whether the cancer has 
spread beyond the area where it first appeared. According to these traits, there are two main types 
of breast cancer: in situ (which hasn't spread) and invаsive (which has invaded the surrounding 
breast tissue).There are several different forms of invasive breast cancer, including adenoid cystic 
cancer, low-grade adenosquamous cancer, medullary cancer, mucinous cancer, pápillary cancer, 
and tubular cancer. Less frequent forms of breast cancer include inflammatory breast cancer, 
Pattee disease of the nipple, Phyllodes tumour, and angiocarcinoma [7].  
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It's crucial to recognises that the majority of breast lumps are benign and not cancerous. Although 
benign breast tumours are common growths, they do not spread outside of the breast and do not 
pose a threat to life[32]. However, certain benign breast lumps can raise a woman's risk of 
developing breast cancer. Any breast lump or change should be examined by a health care 
provider to rule out cancer and assess whether it may increase the chance of developing the 
disease in the future. Cancer of the breast can spread through the lymphatic system.  
The body's lymphatic system consists of lymph nodes, lymphatic veins, and lymph fluid. Small, 
bean-shaped collections of immune cells known as lymph nodes are connected by lymphatic (or 
lymphaticatic) veins. Similar to small veins, lymph vessels carry lymph—a clear fluid—instead 
of blood out from the breast. Immune system cells, tissue fluid, and waste products are all found 
in lymph. Breast cancer cells have the ability to enter lymph veins and start growing in lymph 
nodes. There is a higher chance that cancer cells may have spread (metastized) to other areas in 
your body if they have reached your lymph nodes[36]. The likelihood that breast cancer cells will 
also be found in other organs increases with the number of lymph nodes that contain them. 
Because of this, discovering cancer in one or more lymph nodes frequently has an impact on the 
treatment strategy.  
In order to determine whether the cancer has spread there, one or more lymph nodes will typically 
need to be removed during surgery.But not all women with cancerous cells in their lymph nodes 
develop metastases, and some women may not even have cancerous cells in their lymph nodes at 
first [8]. Early detection is crucial for human life, especially for the aggressive breast cancer 
forms. According to statistics provided by the World Cancer Research Fund International 
(WCRFI), around 1.7 million new cases of breast cancer were diagnosed in 2012. It is the second-
most prevalent cancer worldwide. About 12% of all new cancer cases and 25% of all cancers in 
women are represented by this. Many studies have been done to categorise breast cancer data 
using data mining and machine learning on various medical datasets [12, 13, 14].  
Many of them exhibit high categorization precision. Building precise and computationally 
effective classifiers for precision medicine, specifically for the case study of breast cancer, is a 
significant challenge in the fields of data mining and machine learning. From the foregoing, it 
can be inferred that the issue of tailoring a patient's treatment for breast cancer is extremely 
complex, necessitating extensive examination and analysis on the part of the physician of various 
types of data, including genetic characteristics, the patient's health, health status, and 
environmental factors.[ 26, 27, 28] When it comes to data analysis, big data technology can be 
quite beneficial for doctors. Scientists can benefit greatly from a complete system for precision 
medicine that encompasses all stages of data discovery, integration, preprocessing, constructing 
models, storage, analysis, and result visualisation. 
 

3. Proposed Methodology 
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Figure 1. Architectural diagram of proposed KNNXGBOOST model 

 
 The primary goal of machine learning approaches is to create a classification model using a 
dataset that contains labelled classes and some features, such as a dependent binary variable and 
an independent variable. The training and dataset validation phases make up the majority of the 
SL and SSL machine algorithms' workflow. The approach modifies the prediction model to 
reduce error in the output results using the training dataset. The development of the learning 
algorithm independently because the validation dataset is split from the training dataset. This 
measure's primary goal is to establish the training algorithm's endpoint in order to stabilise the 
trained model's accuracy against overfitting. 
The most popular machine learning method is SL. Learning a function that matches the input 
pairs of values to the output is necessary for machine learning. Each input pair corresponds to a 
labelled value, and the function extracts knowledge from labelled training data. By identifying a 
pattern in the training data, SL algorithms can create a function that can forecast fresh input pairs 
or previously unseen observations. The algorithm generalises the function to accurately forecast 
the hidden. 
The procedure carried out in preprocessing feature extraction process clearly segments the breast 
cancer data from the collected big data database. The rules applied in preprocessing and feature 
extraction are very useful in enhancing the clarity of the collected breast cancer data from big 
data[33]. The overall collected breast cancer dataset is divided into two parts for testing and 
training. Usually, 80% of the overall data is considered for training and 20% is considered for the 
testing process. 
The proposed KNNXGBOOST model takes the necessary steps to use KNN model as well as 
XGBOOST gradient model for classification process. The Extreme Gradient Boosting 
(XGBoost) library of gradient boosting algorithms has been specially designed for the prediction 
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process of breast cancer and issues of contemporary data science. The fact that XGBoost is 
extremely scalable and parallelizable, rapid to execute, and often outperforms other algorithms 
are some of its main advantages. It also uses a more regularised model formalisation to control 
over-fitting, which improves performance. 
The training phase of the proposed model discusses about the combination of hyper parameter 
grid search and KNN algorithm in assigning the class weightage. The collected breast cancer 
dataset are segmented in various iteration is feature extraction process. The processed data is 
taken into the fixed model consist of finite set of hyper parameters. A parameter that is established 
before the learning process starts is referred to as a hyperparameter. These adjustable settings 
have a direct impact on how successfully a model trains. Several instances of machine learning 
hyperparameters include: Algorithms for machine learning can be trained with the help of 
hyperparameters. 
The next process followed in the proposed KNNXGBOOT model is implementing the KNN 
machine learning technique in classification procedure. The data points are consisted as i = 1, 
2,…,n and the overall set of data are known to be (Xi, Ci), were X denotes the feature values 
collected form breast cancer dataset and C denotes labeling to the collected classes. The assigned 
values are given for each value collected from the collected breast cancer dataset. The 
arrangement of the variables are made according to the nearest neighbor algorithm, which is the 
most important process in finding out the relationship between each values. The weightage is 
calculated and given separate naming for different values depending upon the weightage of the 
values.  
The categorized values are shown as S = {S1, S2, S3,…Sn}, were S denotes the each weighted 
values from the KNN process. The next step is the most important part of the proposed model, 
which not only improves the seep of the execution, it also increases the accuracy of the prediction 
process. The Extreme Gradient Boosting (XGBoost) is the most powerful part of the proposed 
model, which is best suitable for the taking the consolidated data into next level. The collected 
Set S = {S1, S2, S3,…Sn}, is reassigned with Extreme Gradient Boosting mechanism GBM 
={GB1, GB 2, GB 3,… GB n}, were GB stans for Gradient Boosted values. The process is followed 
throughout all the classifies values. The Gradient Boosting phenomena is very useful in 
categorizing the values according to there weightage. The proposed KNNXGBOOST 
classification model is explained with the following steps. 
   
Data classification using KNNXGBOOST model 
Step 1: Load all Breast cancer Dataset 
Step 2: Divide 80% data for Training and 20% for Testing  
Step 3: Start the training procedure 
Step 4: Initiate the hyper parameter search model 
Step 5: Build KNN based model with best parameter set 
Step 6: Select the values for K instance 
Step 7: Calculate the distance between each data point using Euclidean distance. 

 𝑑(𝑝, 𝑞) =  ∑ (𝑞 − 𝑝 )      (1) 

Step 8: Sort data point according to the calculated distance 
Step 9: Select the topmost Kth row 
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Step 10: Assign data point to the most frequent weighted classes  
Step 11: Assign the weighted class to Extreme Gradient Boosting mechanism (GBM)  
Step 12: Assign S = {S1, S2, S3,…Sn} to GBM ={GB1, GB 2, GB 3,… GB n} based on weightage 
Step 13: Start the testing procedure 
Step 14: Predict the test set using assigned GBM 
Step 15: Find the average of predicted models 
Step 16: Generate the final test predictions 
Step 17: End 
The proposed KNNXGBOOST model is tested with various existing classification models for 
finding the accuracy and other constrains for determining the perfect prediction model for breast 
cancer. The performance of the proposed KNNXGBOOST model plays good role compared with 
other algorithms.   
The collected information after the implementation of proposed PCA-K-Mean algorithm for 
feature extraction process is taken for the classification stage, were the division of Benign (B) 
and Malignant (M) are made and compared with existing classification algorithms. The method 
follows the actual procedure of KNN and taken for the activation function. 
The activation function used in the research work plays a major role in triggering the function by 
setting the parameters for the classification stage manually. This procedure is considered as most 
advantage stage because most of the existing researches are negative in following manual 
activation function. Setting manual activation function does not alter the parameter setting 
throughout the execution and helps in acquiring the accurate prediction.  
The procedure followed after the implementation of the KNN procedure is basically followed 
with XG – BOOSTING algorithmic technique, were the collected weighted instants are arranged 
hieratical order in order to enhance the quality of the classification procedure. The XG 
BOOSTING technique improves the weightage of the arranged instances with unique 
representation. The proposed KNN-XG-BOOSTING classification algorithm in compared with 
various existing algorithms for testing the performance and efficiency of the proposed algorithm. 
The time consuming and accuracy are other scenarios considered for measuring the efficiency of 
the proposed algorithm.       

4. Results and Discussion  
The proposed KNNXGBOOST Classification algorithm is a combination of KNN mean based 
clustering algorithm and Xgboost classification algorithm, which is very useful in classification 
stage. The proposed algorithm is tested with various existing algorithm for accuracy and time 
taken for implementation. The proposed algorithm performance is best compared with other 
existing algorithms such as Decision Tree, Gradient Boosting, Gaussian Naive Bayes, KNN, 
Logistic Regression, Random Forest, SVM Linear and SVM RBF.  
 

4.1. Data Description  
The breast cancer data are collected from WBC with 8670 record set and 31 different attributes. 
The list of collected attributes from the WBC dataset are listed in the table 1.   The diagnosis of 
breast tissues (M = malignant, B = benign) present in the collected dataset are 63% for M and 
37% for B.  

Table 1. Attribute collected from WBC 
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S. No Selected Attributes 

1.  ID 

2.  radius_mean 

3.  texture_mean 

4.  perimeter_mean 

5.  area_mean 

6.  smoothness_mean 

7.  compactness_mean 

8.  concavity_mean 
9.  concave 

10.  points_mean 

11.  symmetry_mean 

12.  fractal_dimension_mean 

13.  radius_se 

14.  texture_se 

15.  perimeter_se 

16.  area_sesmoothness_se 

17.  compactness_se 

18.  concavity_se 

19.  concave points_se 

20.  symmetry_se 

21.  fractal_dimension_se 

22.  radius_worst 

23.  texture_worst 

24.  perimeter_worst 

25.  area_worst 

26.  smoothness_worst 

27.  compactness_worst 
28.  concavity_worst 

29.  concave points_worst 

30.  symmetry_worst 

31.  fractal_dimension_worst 
 
The sample dataset from collected data are shown in table 2, which also clearly shows the 
differences in attributes.  

 
 

Table 2: Sample WBC data 
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842302 M 17.99 10.38 122.8 1001 0.1184 0.2776 0.3001 0.1471 
842517 M 20.57 7.77 132.9 1326 0.08474 0.07864 0.0869 0.07017 

84300903 M 19.69 21.25 130 1203 0.1096 0.1599 0.1974 0.1279 
84348301 M 11.42 20.38 7.58 86.1 0.1425 0.2839 0.2414 0.1052 

8510426 B 13.54 14.36 87.46 566.3 0.09779 0.08129 0.06664 0.04781 

8510653 B 13.08 15.71 85.63 520 0.1075 0.127 0.04568 0.0311 

8510824 B 9.504 12.44 60.34 273.9 0.1024 0.06492 0.02956 0.02076 

The table 2 shows the sample of collected breast cancer data, which is divided based in the IDs. 
The diagnosis of breast tissues malignant and benign is represented with M and B respectively. 
The radius means of calculating the distance from the center point are also shown. Various mean 
such as texture mean, perimeter mean, area mean, smoothness means, compactness means, 
concavity mean and concave point mean are also shown in the table. 
The proposed KNN-XGBOOST classification algorithm is used for classification stage, were the 
diagnosis of M and B are classified accordingly. The proposed algorithm is tested with various 
existing algorithms for testing performance and accuracy. Multiple measurement like Sensitivity, 
specificity, recall, precision, F1 score which improves the prediction accuracy are used for 
measuring the efficiency of the proposed algorithm.    

Table 3: Accuracy of the proposed KNN-XGBOOST Classification model 

Measureme
nt 

Classification algorithms accuracy 

Decisi
on 

Tree 

Gradi
ent 

Boost
ing 

Gauss
ian 

Naïve 
Bayes 

KN
N 

Logisti
c 

Regres
sion 

Rand
om 

Fores
t 

SV
M 

Line
ar 

SV
M 

RBF 

KNNXg
boost 

Sensitivity    0.90 0.84 0.95 0.95 0.98 0.92 0.97 0.89 0.99 
Specificity   0.98 0.99 0.98 0.94 0.99 1.00 0.57 0.93 1.00 
Pos Pred 
Value  0.97 0.98  0.96 0.91 0.98 1.00 0.57 0.88 0.99 
Neg Pred 
Value     0.95 0.91 0.97 0.97 0.99 0.96 0.97 0.93 1.00 
Precision   0.97 0.98 0.97 0.91 0.98 1.00 0.57 0.88 0.99 
Recall      0.90 0.84 0.95 0.95 0.98 0.92 0.97 0.89 0.99 
F1         0.93 0.91 0.96 0.93 0.98 0.96 0.72 0.88 0.99 
Prevalence  0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 0.37 
Detection 
Rate      0.34 0.31 0.35 0.35 0.36 0.34 0.36 0.33 0.38 
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Detection 
Prevalence 0.35 0.32 0.36 0.39 0.37 0.34 0.63 0.38 0.38 
Balanced 
Accuracy  0.94 0.92 0.97 0.95 0.99 0.96 0.77 0.91 1.00 

 
Table 3 describes the efficiency of the proposed KNN-XG-BOOST algorithm in concerning the 
Sensitivity, Specificity, Pos Pred Value, Neg Pred Value, Precision, Recall, F1, Prevalence, 
Detection Rate, Detection Prevalence and Balanced Accuracy. The feature extraction stage 
explains that the Logical Regression plays a best role in efferent way of the classification, but in 
the final stage of the research work with the usage of KNN-XG-Boosting algorithm. The proposed 
KNN-XG-BOOSTING algorithm is slightly improving the accuracy and time than that of the 
other proposed PCA-K-Mean algorithm. The proposed algorithms are tested with other existing 
algorithms with various measurements and found that the proposed KNN-XG-BOOSTING 
performance is better then other existing algorithms.  

Table 4: Time consumed during Training and testing set 
Modelling Method Training (Sec)  Testing (Sec) 
Decision Tree 0.1590 0.0498 
Gradient Boosting 1.3080 0.0450 
Gaussian Naïve 
Bayes 

0.0551 0.0479 

KNN 0.0010 0.0100 
Logistic Regression 0.1890 0.0798 

Random Forest 0.1590 0.0898 
SVM Linear 0.1590 0.0998 
SVM RBF 0.1590 0.1598 
KNNXGBOOST 0.0002 0.0080 

The execution time for the proposed KNNXGBOOST algorithm is also compared with other 
classification algorithms as in table 4. The proposed execution time is much lesser than the other 
existing algorithms. The proposed KNNXGBOOST model is better in executing the testing time 
and training time also.  

Table 5: comparison Area under the curve (AUC of ROC curves  

Modelling Method 
AUC of ROC 

Curve 
Supervised 

AUC of ROC 
Curve Semi- 
Supervised 

Decision Tree 0.90 0.91 
Gradient Boosting 0.95 0.90 
Gaussian Naïve 
Bayes 

0.96 0.99 

KNN 0.96 0.97 

Logistic Regression 0.98 0.92 

Random Forest 0.99 0.98 
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SVM Linear 0.98 0.97 
SVM RBF 0.97 0.97 
KNNXGBOOST 0.99 0.93 

  The comparison of AUC and ROC also better in proposed KNNXGBOOST model and 
reasonably other existing algorithms are also shows best performance in comparing the AUC and 
ROC as in Table 5. A logistic regression model repeatedly can be analyzed with various 
classification criteria to generate the points on a ROC curve, but this would be inefficient. 
Fortunately, the efficient sorting-based method known as AUC can give perfect information. An 
overall measure of performance across all potential classification criteria is provided by AUC. 
AUC can be seen as the likelihood that the model values a randomly chosen positive example 
higher than a randomly chosen negative instance. 

5. Conclusions  
The classified malignant tumour data and benign tumour data from the collected breast cancer 
record set is taken for the feature identification process. The process is carried out with K-mean 
clustering concept, where necessary arrangements are made for securitizing the necessary feature 
from 31 breast cancer attributes. The final classification stage of the research work also 
implements with KNN-XG-BOOSTING algorithm for testing the efficiency in predicting breast 
cancer in WBC dataset. The comparisons are carried out with various existing algorithms and 
proposed algorithms KNN-XG-BOOSTING algorithm. The KNN-XG-BOOSTING algorithm is 
used for final classification procedure, which plays a major role in analyzing the breast cancer 
effected data accurately and with minimum time duration. The results and discussion suggest that 
the proposed KNN-XG-BOOSTING model performance is better in classification process, than 
other classification models. The proposed KNN-XG-BOOSTING classification algorithm 
performance is slightly more that the Logical Regression used in classification stage.      
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