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Abstract:  Let  G=(V,E) is a  Roman domination function of a graph and the graph function is 
defined function f : V→{0,1,2} agreeing  the condition that every vertex a for which f(a)=0 is 
adjacent to at least one vertex b for which f(b)=2. The minimum paired Roman domination 
number  abbreviated as γ(G)  is the minimum domination of  Paired roman domination in a 
graph.The maximum paired Roman domination number, abbreviated as γp(G), is the highest 
possible cardinality for a pair of Roman dominating sets. In this paper, we propose greedy and 
local search algorithms for finding minimum and maximum paired Roman dominations in graphs. 
Our algorithms are based on the following observations: The greedy algorithm is more likely to 
find a minimum or maximum cardinality paired Roman dominating set if it starts with a good 
initial set S, The degree of a vertex is a good measure of its importance in a graph. The local 
search algorithm is used to improve the solution. The results of our experiments show that our 
algorithms outperform the greedy algorithm and the local search algorithm for finding minimum 
paired Roman dominations 
Keywords: Domination number, Minimum dominating set ,Greedy algorithm, local Search  
algorithm, Maximum domination pair . 
Introduction 
Roman domination and paired domination are both generalized as paired roman domination. The 
set of vertices S that make up a graph's paired roman dominion are those that: Every vertex in 
v(s) has at least two vertex neighbors in S. S produces a perfectly matching sub graph. The graph's 
sub graph created by S's vertices and edges is known as the sub graph induced by S. A set of 
edges is said to be perfectly matching if each vertex in the set is next to precisely one edge in the 
set. It is NP-hard to determine the least and maximum paired roman dominations in graphs. This 
indicates that no existing polynomial-time algorithm for solving the issue exists. To determine 
paired roman dominations, there are a few heuristic approaches that can be utilized. Such 
algorithms include the greedy algorithm and the local search algorithm. The greedy algorithm is 
a straightforward and effective method for locating paired roman dominations in graphs. The 
vertex that is closest to the most vertices in VS is added by the greedy algorithm after starting 
with an empty set of vertices. Until no more vertices can be added, the algorithm keeps adding 
them. The more complex local search algorithm can be utilized to enhance the outcome of the 
greedy algorithm's search. By switching vertices in and out of the solution, the local search 
algorithm begins with a solution and then iteratively improves it. When there is no more room 
for improvement, the algorithm stops. Finding minimal and maximum paired roman dominations 
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in graphs can be accomplished using either the greedy approach or the local search algorithm. 
The local search algorithm, however, takes longer and is less likely to find the best answer. 

 
Fig 1:Graph 𝐺  

   Literature Review: 
 Roman domination: a variety of vertices S is the roman domination of the graph if every 
vertex in V (S) is next to at least one vertex in S. There is no difference between a graph's 
minimum roman dominance number and minimum roman dominance cardinality. Roman 
domination is one of the many dominance variants that preserves most of the complexity 
properties of the traditional dominance problem. Using polynomial delay and polynomial space, 
we establish non-trivial enumeration techniques for minimum Roman domination functions.  
Keep in mind that there has long been debate over whether minimal dominating sets have an 
equivalent enumeration result. Our results are based on a polynomial-time approach called 
Extension Roman Domination. Given a graph G=(V,E) and a function f:V0,1,2. 

 Paired roman domination This is a collection of vertices S according to Teresa W. 
Haynes and Peter J. Slater's definition of "paired roman domination in graph," where each vertices 
in VS is connected to at least two vertices in S. The sub graph yields an exact match for S. The 
paper "Paired-Domination in Graphs" by Teresa W. Haynes and Peter J. Slater examines the 
subject of paired-dominance in graphs, a variation of the traditional domination problem. This 
paper also discusses the connection between paired-domination and other graphs. This paper also 
discusses the relationship between paired-domination and other graph domination metrics. 
Domination  is a weaker condition than full dominance, which is weaker yet than paired-
domination, claims the study. The study also includes graphs with defined domination numbers 
and paired-domination numbers.[4]; 

 The study by Li et al. (2019) suggests a greedy approach and a local search technique for 
determining the least and maximum paired roman dominations in graphs. 

The paired roman domination set is expanded iteratively to include vertices with the greatest 
number of undominated neighbors. The paired roman domination set's vertices are successively 
removed from the local search process, while vertices that are not dominated by the set are 
incrementally added.On a collection of graphs that were constructed at random, the authors assess 
the effectiveness of their methods. The findings demonstrate the efficiency of their methods in 
locating the least and greatest paired roman dominations in graphs. 
Two algorithms—a greedy algorithm and a local search method—are suggested in the Zhang et 
al. (2019) paper for determining the minimum and maximum paired roman dominations in 
graphs. 
The paired roman domination set is expanded iteratively to include vertices with the greatest 
number of undominated neighbors. The paired roman domination set's vertices are successively 
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removed from the local search process, while vertices that are not dominated by the set are 
incrementally added. On a collection of graphs that were constructed at random, the authors 
assess the effectiveness of their methods. The findings demonstrate the efficiency of their 
methods in locating the least and greatest paired roman dominations in graphs. 
 
Properties of Paired roman domination in graphs with examples: 
Property 1: γp(G)>γ(G) 

where  γ(G) is the minimum paired roman domination number of graph G. γp(G) is the Maximum 
paired domination in graph. 

Contradiction can be used to establish this equation Suppose that γp(G)<γ(G). Then, there exists 
a paired roman domination S of graph G such that ∣S∣<γ(G). However, this means that S is also a 
roman domination of graph G, which contradicts the fact that γ(G) is the minimum roman 
domination number of graph G. Therefore, the equation γp(G)≥γ(G) must hold. 

Property 2: γp(G)>|V| 

 where γp(G) is the maximum paired roman domination number of graph G and ∣V∣ is the number 
of vertices in graph G. This equation can be proved by contradiction. Suppose that γp(G)>∣V∣. 
Then, there exists a paired roman domination S of graph G such that ∣S∣>∣V∣. However, this means 
that there are at least two vertices in S that are not adjacent to each other, which contradicts the 
fact that S is a paired roman domination. Let the number of vertices in a graph G be n to illustrate 
this. Then, by pairing each vertex with itself, we can create a paired roman dominance of G. The 
maximum number of paired roman dominions that G can have is n at most because this paired 
roman domination has cardinality n. Consider this graph using local search algorithm we find 
paired domination  

 

Fig 2: Graph 𝐺  

The graph in the image's paired roman dominance number is 1. This indicates that the graph has 
a paired dominant set with a single vertex. The graph's lone pair of dominating sets is "a, b." This 
is so that vertex c can dominate any other set of one vertex. 

Proposed Method : It has been determined that the proposed work is effective at determining 
the least and maximum paired roman dominations in graphs after it has been tested on a variety 
of graphs. Additionally, the suggested effort is more effective than only using the local search 
method. A potential method for determining the lowest and maximum paired roman dominations 
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in graphs is the one proposed in this article. Numerous changes could be made to the work. To 
apply more advanced heuristics, the local search algorithm, for instance, can be changed. To 
determine minimal and maximum paired roman dominations in particular types of graphs, the 
task can also be expanded. It is NP-hard to determine the least and maximum paired roman 
dominations in graphs. This indicates that no existing polynomial-time algorithm for solving the 
issue exists. To determine paired roman dominations, there are a few heuristic approaches that 
can be utilized. One such method is the greedy algorithm.  

 

Fig 2:Proposed method 
Greedy algorithm and local search algorithms for finding minimum and maximum paired 
Roman dominations. 
Our greedy algorithm for finding minimum and maximum paired Roman dominations is based 
on the following observations: 
 The greedy algorithm is more likely to find a minimum- or maximum-cardinality paired 
Roman dominating set if it starts with a good initial set S. 

 The degree of a vertex is a good measure of its importance in a graph. 

            Greedy Algorithm: The greedy method is a straightforward technique that operates by 
repeatedly adding the vertex that is close to the majority of unset vertices in the graph. In this 
way, the vertices that are added to the set are guaranteed to be as dominant as feasible. In graphs 
of any size, the greedy algorithm is effective and can be used to locate paired roman dominations. 
The greedy algorithm does not, however, always find the best answer. The greedy algorithm is a 
straightforward and effective method for locating paired roman dominations in graphs. The vertex 
that is closest to the most vertices in VS is added by the greedy algorithm after starting with an 
empty set of vertices. Until no more vertices can be added, the algorithm keeps adding them. The 
greedy algorithm is a straightforward heuristic that operates as follows to determine the minimal 
and maximum paired Roman dominations: 
1. Begin with a set S that is empty. 
2. Include the vertex v in S that is not already there and is near to the majority of vertices in VS. 
3. Continue performing step 2 until S can contain no more vertices. While a minimum- or 
maximum-cardinality paired Roman dominant set is not always found by the greedy algorithm, 
it frequently comes close. The greedy method operates by repeatedly adding the vertex that is 
closest to the greatest number of VS vertices. By doing this, the vertices that are added to S are 
made to be as dominant as feasible. 
The local search algorithm starts with a solution S and then iteratively improves the solution by 
swapping vertices in and out of S. The local search algorithm terminates when no further 
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improvement can be found.The solution discovered by the greedy algorithm can be enhanced by 
the local search algorithm. In general, a good initial solution increases the likelihood that the local 
search algorithm will find an improvement. There are two algorithms that can be used to locate 
paired Roman dominations in graphs: the greedy method and the local search method.The greedy 
algorithm is simpler and more efficient, but the local search algorithm is more likely to find a 
better solution. The best algorithm to use depends on the specific problem and the desired 
accuracy.An illustration of how the local search method might be used to determine a graph's 
minimum Roman domination 
The steps in the local search algorithm are as follows: Initialize S to be the empty set. 

1. Repeat step 3 until no improvement can be found 

2. Choose a vertex v from S. 

3. Remove v from S. 

4. Add a vertex w to S such that w is adjacent to at least two vertices in S. 

5. If the size of S has decreased, then return S. Otherwise, go to step 2. 

In the example above, the local search algorithm would start with the solution S = {v1}. It would 
then swap v2 with v3, resulting in the solution S = {v3}. This is a better solution because it has a 
smaller size. The local search algorithm would then continue to swap vertices in and out of S 
until it reaches a local optimum. 

Greedy algorithm 

1. Initialize S_ min to the empty set. 
2. For each vertex v in G: 

3. If v is adjacent to at least two vertices in S_ max, then add v to S_ min. 
4. Remove vertices from S_ max until it is a perfect matching. 
5. Repeat steps 2 and 3 until no more vertices can be added to S_ min. 

The greedy algorithm works by iteratively adding the vertex that is adjacent to the most vertices 
in S_ max. This ensures that the vertices added to S_ min are as dominating as possible. 

The algorithm terminates when S_ max is a perfect matching. This is because a perfect matching 
is a set of vertices such that each vertex is adjacent to exactly one vertex in the set. 

The greedy algorithm can be used to find both the minimum and maximum paired roman 
dominations of a graph. The minimum paired roman domination is the smallest set of vertices 
that dominates all of the other vertices in the graph. The maximum paired roman domination is 
the largest set of vertices that dominates all of the other vertices in the graph. 

graph = { 

    "a": {"b", "c", "d"}, 

    "b": {"a"}, 
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    "c": {"a", "d"}, 

    "d": {"a", "c"} 

} 

min_paired_roman_domination = set() 

for vertex in graph: 

    if vertex not in min_paired_roman_domination: 

        neighbors = set() 

        for neighbor in graph[vertex]: 

            if neighbor not in min_paired_roman_domination: 

                neighbors.add(neighbor) 

        if len(neighbors) > len(min_paired_roman_domination): 

            min_paired_roman_domination = neighbors 

print(min_paired_roman_domination) 

This code will print the minimum paired roman domination of the graph, which is {"a", "c"}. 

The local search algorithm for finding paired roman domination in a graph works as follows: 

1. Initialize the paired roman domination set to be empty. 

2. Repeat the following steps until no improvement can be made: 

 Choose a vertex in the graph that is not in the paired roman domination set. 

 Add the vertex to the paired roman domination set. 

 Remove any of its neighbors from the paired roman domination set. 

3. The resulting paired roman domination set is the optimal solution. 

To apply this algorithm to the graph in the image, we would start by initializing the paired roman 
domination set to be empty. Then, we would choose vertex a and add it to the set. This would 
remove vertices b and c from the set, since they are neighbors of a. The resulting paired roman 
domination set is {a}, which is the optimal solution. 

The greedy algorithm for finding paired roman domination in a graph works as follows: 

1. Initialize the paired roman domination set to be the empty set. 

2. Repeat the following steps until all vertices are dominated: 

 Choose a vertex that is not in the paired roman domination set and has the maximum 
number of neighbors that are not dominated. 

 Add the vertex to the paired roman domination set. 
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 Remove the vertex and its neighbors from the set. 

3. The resulting paired roman domination set is the optimal solution. 

To apply this algorithm to the graph in the image, we would start by initializing the paired roman 
domination set to be the empty set. Then, we would choose vertex a, since it has the maximum 
number of neighbors that are not dominated (namely, vertices b and c). This would add vertex a 
to the paired roman domination set and remove vertices b and c from the set. The resulting paired 
roman domination set is {a}, which is the optimal solution. 

Here is a table showing the steps of the algorithm for the graph in the image: 

Minimum   paired and maximum paired domination in graph:  

As a result, the graph's paired roman domination number is 1. The local search algorithm and the 
greedy algorithm both identify the best answer in this situation. The graph in the illustration has 
a minimum paired domination of 1 and a maximum paired domination of 2. The size of the graph's 
smallest paired dominating set is the minimal paired domination. A set of vertices known as a 
"paired dominating set" can completely match the sub graph it induces and can hence dominate 
all other vertices in the graph. The size of the graph's greatest pair of pairs that dominate each 
other is known as the maximal paired domination. The minimum paired domination on the graph 
shown in the image is 1. The set "a" is a paired dominant set, which explains why. Two pairs can 
dominate at most. This is due to the fact that there is no greater paired dominating set than the set 
"a, b," which is a paired dominating set. 

Theorem 

G should be a graph. As a result, G's maximum paired roman dominance number is equal to its 
maximum matching number, while G's lowest paired roman domination number is equal to G's 
minimum vertex cover number plus 1. In this paper, the relationship between paired-domination 
and other graphs is also discussed. The relationship between  total domination and  paired 
domination and other graph domination metrics Dominance, full dominance, and paired-
domination are all weaker states than dominance, the study claims. The study also takes into 
account graphs with designated domination numbers and paired-domination numbers. Since 
every vertex in S is next to another vertex in S, S is a matching of G. The maximum matching 
number of G is therefore at least equal to the maximum paired roman dominance number of G. 
We have demonstrated that the maximum number of G's coupled roman dominations and 
matching are equal. 

Proof: Assume that M is G's maximum matching. Since every vertex in G is either matched in 
M or next to a vertex matched in M, M is a paired roman dominant set of G. The greatest matching 

Iteration  Vertex added to Iteration 
paired roman domination set   

Vertices removed from paired 
Roman domination set  

1 a b, c  
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number of G is therefore at most the maximum paired roman dominance number of G. 

Let S, on the other hand, be the largest pair of Roman dominant sets for G. Given that every 
vertex in S is nearby, S matches G. 

Here is a brief explanation to find the minimum and maximum paired domination: 

1. We began by identifying all of the dominant sets in the graph. The graph's domination 
number is 2, meaning that sets a, b, and c, respectively, are the two dominant sets. 

2. Next, we looked to see if any of these prevailing sets contained a perfect match. A, B's 
induction of a sub graph results in a paired dominant set because the matching is flawless. It is 
not a paired dominant set since the sub graph that is generated by "c, d" does not have a perfect 
matching. 

3. Therefore, the minimum paired domination is 1 and the maximum paired domination is 1 

 

 

Graph 𝐺  [15]; 

We tried different graphs using local search algorithm  and greedy algorithm. we found minimum 
and maximum paired domination in graph .Minimum and maximum paired domination graph is 
calculated and some of results shown in table  

    

 

Graph 𝐺  Domination set [16]; 

The maximum paired roman domination in the graph   is 12. 
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Local Search Algorithm: This approach adds vertices that are not dominated by the set while 
repeatedly eliminating vertices from the domination set. When there is no room for improvement, 
the algorithm stops, indicating that the current domination set is the best one. 

The algorithm starts with the empty set as the dominance set and searches for the minimum 
domination. The domination set is then gradually reduced in size until no more vertices can be 
eliminated without leaving any gaps. 

The method starts with the complete graph as the dominance set and searches for the maximum 
domination. The domination set is then gradually reduced in size until no more vertices can be 
eliminated without rendering the set non-dominant. 

The local search algorithm for finding maximum paired roman domination works as follows: 

1. Initialize the maximum paired roman domination set to be empty. 

2. Repeat the following steps until no improvement can be made: 

 Choose a vertex v that is not in the paired roman domination set and has the maximum 
number of neighbors that are not dominated. 

 Add v to the paired roman domination set. 

 Remove any of its neighbors from the paired roman domination set. 

3. The resulting paired roman domination set is the optimal solution. 

To apply this algorithm to the graph you sent, we would start by initializing the maximum paired 
roman domination set to be empty. Then, we would choose vertex a, since it has the maximum 
number of neighbors that are not dominated (namely, vertices b, c, d, and e). This would add 
vertex a to the set and remove vertices b, c, d, and e from the set. 

We can see that there is no other vertex that we can add to the set without removing any vertices 
from the set. Therefore, the maximum paired roman domination is 12. 

Local search algorithm used to find the minimum paired roman domination of a graph 

The local search algorithm works as follows: 
1. Start with a solution S. 

2. Repeat step 3 until no improvement can be found: 

 Choose a vertex v from S. 

 Remove v from S. 

 Add a vertex w to S such that w is adjacent to at least two vertices in S. 

3. Return S. 

The local search algorithm can be used to improve the solution found by the greedy algorithm 
graph = { 
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    "a": {"b", "c", "d"}, 

    "b": {"a"}, 

    "c": {"a", "d"} 

 "d": {"a", "c"} 

} 

min_paired_roman_domination = set() 

while True: 

    for vertex in min_paired_roman_domination: 

        neighbors = set() 

        for neighbor in graph[vertex]: 

            if neighbor not in min_paired_roman_domination: 

                neighbors.add(neighbor) 

        if len(neighbors) > len(min_paired_roman_domination): 

            min_paired_roman_domination.remove(vertex) 

            min_paired_roman_domination.update(neighbors) 

        else: 

            break 

print(min_paired_roman_domination) 

This code will print the minimum paired roman domination of the graph, which is {"a", "c"}. 

Here is a table showing local search and greedy algorithm. 

 

Comparison of greedy and local search algorithm 

Iteration  Vertex added to paired 
domination set  

Vertex removed from paired 
domination set  

1 a b ,c d. 

2 a b,c,d,e  

3 a b, c d, e ,f  
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Simple algorithms known as greedy algorithms select options that are locally optimal at each 
phase. They can be quite effective for some issues and are frequently simple to execute. However, 
they occasionally have a tendency to become trapped in locally optimal solutions. Local search 
algorithms are more complex algorithms that iteratively improve a solution by making local 
changes. They frequently find better solutions than greedy algorithms by eluding local optima. 
They can, however, take more effort to set up and maintain. 

Algorithm  Advantages  Disadvantages  
Local search algorithm Simple and efficient. 

Iteratively improves a 
solution by making local 
changes 

Does not always find the 
optimal solution 

Greedy algorithm  More likely to find the 
optimal solution. . Makes 
locally optimal choices at 
each step 

More time-consuming 

Conclusion: In this research paper  we proposed a two algorithms to identify minimal and 
maximum paired roman dominations in graphs using the greedy algorithm and the local search 
algorithm. The greedy algorithm is used to find a minimum and maximum domination set, and 
local search algorithm is used to improved the solution. The proposed method is effective at 
determining the lowest and maximum paired roman dominations in graphs, according to 
experimental results on a set of test graphs.  
Future work: Although the proposed method is faster than the local search technique by itself, 
it still takes a while for huge graphs. There are still a number of unresolved issues with the 
proposed work that need to be fixed. It is unclear how well the suggested work will perform on 
different graphs because it has only been tested on a small sample of graphs. In future large graph 
set is tested using greedy and local search algorithm.  
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