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Abstract 
Heart disease (HD) is a severe and life-threatening condition that affects approximately one-third 
of global deaths, with an annual toll of around 17.9 million lives lost worldwide. Nearly half of 
all individuals diagnosed with heart disease succumb to the condition within just 1-2 years, 
underscoring its significant impact on human health. An estimated 3% of the total healthcare 
budget is allocated towards treating heart disease. Predicting heart disease requires multiple tests, 
and inaccuracies may arise due to lack of expertise among medical personnel. Early diagnosis 
presents challenges, particularly in developing nations where a scarcity of trained medical 
professionals and essential diagnostic equipment impedes proper patient care. An accurate 
assessment of cardiac failure risk holds immense potential for preventing severe heart attacks and 
enhancing patient safety. This study proposes an ensemble classifier for heart disease prediction 
using three distinct algorithms: support vector machine (SVM), random forest, and naïve Bayes. 
The Marine Predators Algorithm (MPA) is used to enhance feature selection and optimization, 
resulting in an impressive accuracy of 97.05% using just five features. The primary objective of 
this study is to advance upon existing methodologies by introducing an innovative approach to 
model construction and develop a model that is not only effective but also easily implementable 
in practical settings, ultimately contributing to improved heart disease prediction and 
management. 
Keywords: - Heart Disease, Predication, Ensemble Learning, MPA, Feature selection  
Introduction 
Heart disease (HD) stands as one of the most severe and life-threatening ailments afflicting 
humans [1]. The escalating prevalence of heart diseases, coupled with their high mortality rates, 
poses a substantial risk and burden to healthcare systems worldwide. While heart diseases are 
more prevalent in men, particularly in middle or old age, instances also occur in children. 
According [2,3] to data from the World Health Organization (WHO), approximately one-third of 
global deaths are attributed to heart disease, with an annual toll of roughly 17.9 million lives lost 
worldwide, with a notably higher prevalence in Asia[4,5]. Tragically, nearly half of all individuals 
diagnosed with heart disease succumb to the condition within just 1-2 years, underscoring its 
grave impact on human health. Furthermore, an estimated 3% of the total healthcare budget is 
allocated towards treating heart disease. Predicting heart disease necessitates multiple tests, and 
inaccuracies may arise due to the lack of expertise among medical personnel, leading to false 
predictions[6,7]. Early diagnosis presents challenges, and in many cases, surgical interventions 
for heart disease pose significant hurdles, particularly in developing nations where a scarcity of 
trained medical professionals and essential diagnostic equipment impedes proper patient care. An 
accurate assessment of cardiac failure risk holds immense potential for preventing severe heart 
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attacks and enhancing patient safety. Feature selection and optimization are critical components 
in the accurate prediction of heart disease. These processes not only aid in identifying the most 
relevant features but also provide a ranking that guides the selection of features for classifiers 
tasked with distinguishing between normal and diseased data. Various mathematical functions, 
including heuristic, meta-heuristic, and derived functions, are employed in the feature selection 
and optimization process. Their objective is to minimize redundancy within the feature set of 
medical data, thus enhancing the precision of prediction models. In recent research, swarm 
intelligence-based selection approaches have gained traction. These include algorithms such as 
particle swarm optimization (PSO), spider-monkey optimization (SMO), whale optimization 
algorithm (WOA), among others. This paper, however, adopts the marine predators' algorithm 
(MPA) for feature fusion. The MPA algorithm proves highly efficient in optimizing feature 
selection for medical data. Its intelligent mechanisms work to minimize the maximum distance 
between features, thereby facilitating the convergence of features towards optimal solutions[8,9]. 
This approach ultimately enhances the effectiveness of prediction models for heart disease. 
Machine learning (ML) holds promise in aiding physicians by providing insights and anticipating 
various outcomes within the healthcare domain. Over the past two decades, there has been 
exponential growth in research focused on automatically extracting features, decisions, and 
knowledge from healthcare data. However, developing a system capable of accurately and 
comprehensively extracting information from health data poses a complex and challenging 
endeavor. Healthcare datasets are frequently available but may contain incomplete information 
or missing values, adding to the complexity of the task. One of the primary challenges in health 
datasets is the imbalanced distribution of classes between healthy and non-healthy samples 
[10,11,12]. This class imbalance can lead to bias in the system, impacting the accuracy, 
sensitivity, and precision of classification algorithms utilized for disease diagnosis and detection. 
Several challenges arise when applying ML in healthcare for diagnostic purposes. A notable issue 
is the lack of a standardized methodology or technique for evaluating the performance of ML 
algorithms on healthcare datasets [13,14]. Different researchers employ varied methodologies, 
including training sets, testing sets, and cross-validation (CV) methods, to assess the performance 
of their systems. This variability in evaluation methods underscores the need for standardized 
approaches to ensure robust and reliable evaluation of ML-based healthcare systems. The 
challenge of achieving accurate predictions with machine learning algorithms often prompts the 
adoption of ensemble classification approaches. Ensembles utilize multiple classifiers to enhance 
the classification process, leveraging the collective wisdom of diverse algorithms to improve 
prediction accuracy. Various strategies are employed in designing ensemble classifiers, including 
bagging, boosting, and random forest techniques. This method involves training multiple 
instances of the same learning algorithm on different subsets of the training data and then 
combining their predictions through averaging or voting to arrive at a final prediction. Boosting 
focuses on iteratively training weak learners (classifiers with modest accuracy) and giving more 
weight to misclassified instances in subsequent iterations. This iterative process aims to improve 
overall performance by focusing on areas of difficulty. Random forest is a type of ensemble 
learning method that constructs a multitude of decision trees during training and outputs the mode 
of the classes (classification) or mean prediction (regression) of the individual trees. Each tree is 
trained on a random subset of the features, which helps reduce overfitting and improve 
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generalization. The design approach of ensemble classifiers offers flexibility and diversity, 
providing several algorithms to suit different classification tasks and datasets. By combining the 
predictions of multiple classifiers, ensemble methods often outperform individual models, 
yielding more robust and accurate predictions. This makes them a valuable tool in machine 
learning for addressing challenging classification problems and improving prediction 
performance. The rest of the article explores, as in Section II, related work in the area of heart 
disease detection; in Section III, proposed methodology based on MPA and EL; in Section IV, 
experimental analysis and datasets; in Section V, results and discussion; and in Section VI, a 
paper with future direction 
II. Related Work 
Ensemble learning, a technique that combines multiple models to improve prediction accuracy, 
holds significant promise for accurately detecting heart disease when coupled with feature 
selection approaches. In recent studies, several authors have introduced detection methods based 
on ensemble learning and optimization techniques. Ensemble learning involves various 
approaches such as bagging, boosting, and random forest. Bagging (Bootstrap Aggregating) 
constructs multiple models using bootstrapped samples of the dataset and aggregates their 
predictions to produce a final output. Boosting sequentially builds models, with each subsequent 
model focusing on the weaknesses of the previous ones to improve overall performance. Random 
forest creates an ensemble of decision trees, where each tree is trained on a random subset of 
features and samples. The exploration of these recently proposed algorithms for heart disease 
detection aims to leverage the strengths of ensemble learning and optimization methods to 
enhance prediction accuracy and reliability. In [1], he outlines strategies for transforming data to 
produce reliable data for the training model. Presenting the findings separately facilitates 
comparisons. Our suggested model produced the maximum accuracy when employing RFBM 
and relief feature selection methods, at 99.05%, according to the outcome analysis. The author of 
this study presents the findings separately to facilitate comparisons. This study discovered that 
the RF technique achieved 100% accuracy, coupled with 100% sensitivity and specificity, 
utilising a heart disease dataset obtained via Cagle three-classification based on k-nearest 
neighbour decision tree and random forests algorithms. In [2], the LR and the NB outperformed 
the other models for the unbalanced data models, with accuracy values of 0.728592 and 0.707762, 
respectively. in [3] used an explainable methodology based on ML and the Shapley Additive 
Explanation (SHAP) method to determine the risk of 3-year all-cause mortality and provide 
individual explanations of the model's choices. A multivariable analysis adjusted hazard ratio of 
5.343 and P 0.001 both confirmed that subjects with higher ML scores were at a higher risk of 
experiencing events. The author [5] eleven machine learning (ML) algorithms are evaluated, 
including linear discriminant analysis (LDA), logistic regression (LR), and K-nearest neighbours 
(KNN). The results demonstrate that CART, along with RS or QT, outperforms all other ML 
algorithms with 100% accuracy, 100% precision, 99% recall, and a 100% F1 score. For early 
viral prediction, the suggested model (NSGA-II+AdaBoost) may be helpful [6]. For dataset 2, the 
NSGA-II+AdaBoost model produced accuracy, precision, sensitivity, specificity, and AUC rates 
of 95.56%, 98.16%, and 96.87%. The Gradient-Boosting Model achieved a sensitivity rate of 
87.3%, a specificity of 71.98%, and an AUC value of 90%. in [7], compared the classification 
effectiveness of the aforementioned strategy with the findings from the five most commonly used 
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metaheuristic methods. The study then contrasts the classification effectiveness of the 
aforementioned strategy with the results obtained from the five most commonly used heuristic 
methods, where the mMRR-ANN-IMGWO framework achieved an accuracy of 95.43%, recall 
of 93.79%, specificity of 0.97 probability, precision of 0.95 probability, and F-measure and AUC 
of 0.969 probability, respectively. In [8], Wisconsin Diagnostic Breast Cancer (WBCD) dataset 
results show that the cloud-based Elm strategy works better than other methods. The experimental 
results indicate an F1-score of 0.8129, a recall of 0.9130, a precision of 0.9054, and an accuracy 
of 0.9868. In [9], the study Then we use a support vector machine to put classifications into 
practice. Experimental findings show that our strategy performs better than single-modal methods 
and alternatives. When we combine the multi-modal properties of the ECG and PCG, our 
technique achieves an AUC value of 0.936. In [10], a suggested diagnostic approach includes 
techniques for characteristic selection and classification. The team considered the ant colony's 
optimization methods (OEC) and the significance of the characteristic when selecting the 
attributes. CNN performs better than alternative approaches when the suggested learning rate 
optimisation is used. With 93.84% accuracy and only a small amount of noise, I diagnosed PD. 
In [11], the current findings show that the use of AI algorithms has produced positive outcomes 
for numerous datasets across various nations. Additionally, many countries have not concentrated 
on gathering demographic-specific data. In [12], the quantum random forest classifier had the 
highest accuracy rate of 0.89, which is the best. The F1 score, recall, and accuracy results for the 
quantum random forest classifier were also the best, coming in at (0.88), (0.93), and (0.89), 
respectively. [13] to evaluate the performance of the developed system. Researchers use the 
Physic Net heart sound and Cagle heartbeat sound datasets to assess the performance of the 
developed system. The suggested CNN-jSO outperforms existing algorithms. During testing, the 
CNN-jSO system, implemented using Python, achieved an accuracy rating of 94.12%, while 
during training it achieved 97.76%. In [14], this research suggests a unique method to predict 
heat illness called the Reliable Boolean Machine Learning Algorithm (RBMLA). Studies have 
shown that it performs better when new test data and new real-time data are added. The model 
achieved an accuracy of 86%. In [15], heart disease features are included in the dataset. 
Examining these features, taking into account feature importance scores and cross-validation, 
helps improve algorithm performance. Following evaluation, the Decision Tree algorithm's 
accuracy and AUC ROC are 83% and 99%, respectively. The logistic regression algorithm 
outperforms other algorithms in terms of accuracy and AUC, with 88% and 91%, respectively. 
In [16], the confusion matrix of each employed method is formed by the three criteria found in 
the performance metrics: accuracy, sensitivity, and specificity. The specifics of how we apply our 
methodology to the datasets presented. So let's talk about how to divide the dataset into two 
scenarios for the training and testing phases: 70%–30% and 80%–20%. in [17] optimizes these 
condensed features using two well-known classification algorithms. These condensed features 
are then optimised using two well-known classification algorithms: linear SVM, which uses a 
linear combination of all features to build a robust model, and weighted k-NN, which has a lower-
dimensional feature space and holds the best accuracy rates in the classification of heart sounds 
on a widely used dataset. [18] proposed a strategy utilizing machine learning to predict cardiac 
illnesses at an early stage based on prior data and a comprehensive set of features. The proposed 
strategy of machine learning, which helps in predicting cardiac illnesses at an early stage using 
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prior data and an outstanding collection of features, may result in better prognostic outcomes. LR 
fared better on the state log dataset, with an accuracy of 93% using the chosen features. In this 
case, the test data accounted for 20% of the data. in [19] With just a few basic sets of HRV 
parameters, the suggested approach and the results of the HRV parameter selection have the 
potential to create workable systems and devices for automatic AF detection. The most accurate 
machine learning classifier in the blindfold validation attained a diagnostic odds ratio of 1566 
and an accuracy of 97.2. In [20], several machine learning techniques, such as the ensemble 
learning method and deep neural network-based algorithms, have demonstrated promising results 
in increasing prediction accuracy for early CAD diagnosis. The training set, comprising 90% of 
the dataset, trained the models, while the test set, consisting of 10%, evaluated the performance 
of the ensemble-based classification algorithms. [21] has examined and contrasted these FS 
techniques with classifiers that use machine learning. Researchers have examined and contrasted 
these FS techniques with classifiers that use machine learning. Using the reduced feature set 
obtained by SSOA, the suggested approach achieved maximum classification accuracies of 
98.53%, 98.84%, 99.07%, and 99.70% for classification tasks with five classes, four classes, three 
classes, and two classes, respectively. In [22], a machine learning (ML) model is proposed for 
predicting a person's likelihood of developing cardiovascular disease. According to the 
experiment's findings, Multi-Layer Perceptron has the highest disease prediction accuracy at 
87.23%. [23] discusses the shortcomings of the prior approaches in this work, along with a critical 
evaluation of those approaches. The study concludes by outlining some potential avenues for 
future research in the area of automated heart disease detection using numerous data sources and 
machine learning. in [24] The HEV classifier achieved results for all assessment metrics above 
98%, and the gradient-boosting model was the second-best classification model with accuracy 
and F1-score values of 97% and 98%, respectively. Medical professionals can use the suggested 
method as an adjunctive therapy to identify CAD instances in questionable patients quickly, 
accurately, and effectively. In [25], KNNs perform better than other methods, as seen by their 
testing accuracy of 94.4% and AUC of 84.4%. Additionally, we discovered that the patient's age, 
a blood test for a full metabolic panel, the number of white blood cells per MCL, breathing rate, 
and high blood pressure are among the top five most relevant metabolic indicators. [26] conducted 
a study where medical data, such as blood pressure, age, gender, chest pain, cholesterol, and blood 
sugar, were analysed to predict the likelihood of developing heart disease. Medical data predict 
the likelihood of developing heart disease based on factors such as blood pressure, age, gender, 
chest pain, cholesterol, blood sugar, and other variables. The Cleveland dataset showed that the 
suggested approach outperformed other current models, enriching 99. Accuracy. In [27], the non-
negative matrix factorization method employed in the feature-based technique to denoise PCG 
signals was followed by feature extraction from both the entire recording and its segmented parts. 
All fusion findings show lower performance across the board compared to separate classifiers. 
Because the deep learning model and fusion can vary, the results are not definitive. In [28], we 
obtain practical guidance for a condensed yet effective description based on an analytical 
justification by identifying the most pertinent aspects that can influence the decision from a 
publicly available dataset. [29] constructed the newly constructed dataset in this work on top of 
four publicly accessible benchmark datasets. The study on ablation shows that the suggested 
method can achieve a competitive mean average accuracy (mAA) of 99.2% and a mean average 
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AUC of 97.9%. In [30], the stacked set of second-level classifiers was then built and optimised 
using the fusion of these six-classifier decisions. The findings show that our model accurately 
predicted the death rate of HF patients with an AUROC of 82.55%, confirming its capability and 
effectiveness. [31] utilized the Cleveland, Hungary, Switzerland, and Long Beach (CHSLB) 
datasets, all sourced from Kaggle, to evaluate the models. We used the Cleveland, Hungary, 
Switzerland, and Long Beach (CHSLB) datasets, all obtained from Kaggle, to evaluate the 
models. The accuracy of the predictions made by the RF, DT, AB, and KNN models on the 
CHSLB dataset was 99.03%, 96.10%, 100%, and 100%, respectively. Only two models—RF and 
KNN—show good accuracy in the case of a single (Cleveland) dataset, with 93.437% and 
97.83%, respectively. In [32], this can help us draw a crucial conclusion regarding how 
uncertainty affects the classification of data. The mechanisms used by SVM and NB to establish 
the link between inputs and outputs are fundamentally distinct from one another. Future research 
will examine how feature selection and weighting affect classifier performance as a whole. In 
[33], the result of the suggested hybrid framework is validated using various performance 
measures in the final layer. The top recorded metrics are 99.17% accuracy with CNN and 100% 
accuracy with the ML algorithms Extra Tree Classifier (ETC) and Random Forest Classifier 
(RFC). In [34], a thorough analysis of the most advanced illness prediction techniques, 
particularly chronic disease prediction algorithms, will give a good sense of the most recent 
models created in this field. This work provides a thorough performance comparison of several 
techniques. In [35], the following significant characteristics were chosen: dwelling location, 
temperature, age, overall body ache, visit date, and headache. With an accuracy of 95% in 
Kilimanjaro, 87% in Moro Gore, and 82% in the total dataset, Random Forest was the most 
accurate classifier. We created a regional-specific malaria prediction model to display relevant 
machine learning classifiers based on clinical symptoms and demo visual elements. in [36] 
According to the conservative BPRF measure, SBP exposure between 107.5- and 165.0-mm Hg 
increased risk by an average of 101.36%, resulting in a rise of 0.70 and a five-star grade. 
According to our analysis, IHD risk began to rise at 120 mm Hg SBP, continued to rise 
continuously until 165 mm Hg, and then began to rise less sharply after that. 
III. Methodology 
This section outlines the methodology proposed for heart disease prediction using an ensemble 
classifier. The ensemble classifier is composed of three distinct algorithms: support vector 
machine (SVM), random forest, and naïve Bayes. Support Vector Machine (SVM) serves as the 
base classifier in the ensemble. SVM is a powerful algorithm for classification tasks that works 
by finding the optimal hyperplane to separate data points into different classes. Random Forest 
and Naïve Bayes algorithms are utilized as variable classifiers within the ensemble. These 
classifiers assist in the selection of feature variables and contribute to boosting the performance 
of the base classifier. To select the most relevant features for prediction, the methodology 
employs the Marine Predators Algorithm (MPA). MPA enhances the convergence of features and 
boosts the overall performance of the ensemble classifier. The process of the proposed algorithm 
is visually represented in Figure (2), illustrating the flow and interactions between the 
components of the methodology. The first section focuses on detailing the Marine Predators 
Algorithm (MPA), highlighting its role in feature selection and optimization. The second section 
delves into the specifics of the proposed ensemble classifier, elucidating how SVM, random 
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forest, and naïve Bayes are integrated and how they collectively contribute to heart disease 
prediction. Overall, this methodology combines the strengths of multiple classifiers and leverages 
advanced feature selection techniques to enhance the accuracy and effectiveness of heart disease 
prediction. 

 
Figure 2 Proposed model of heart disease detection based on ensemble classifier. 

 
1st section  
Marine predators’ algorithm (MPA) 
The inspiration for the Marine Predators Algorithm (MPA) stems from the natural foraging 
behavior observed in ocean predators and their interactions with prey. In this context, predators 
aim to optimize encounter rates to enhance their survival prospects in their natural environment. 
MPA employs two simple random walk methods, namely Levy flight and Brownian motion, to 
conduct searches. Levy flight, commonly utilized in meta-heuristic algorithms, is particularly 
effective in preventing solution stagnation by facilitating a constructive search in local areas. 
Additionally, Brownian motion serves as a well-established global search mechanism. The 
creators of MPA combined the search efficiency of Levy and Brownian motion to enhance the 
trade-off scale between exploration and exploitation. The process of function topology and 
objective space present in figure (1)[37,38]. 
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Figure 1 function topology and objective space of MPA 

2nd section  
The proposed ensemble classifier integrates three distinct classifiers: Support Vector Machine 
(SVM), Naïve Bayes (NB), and Random Forest (RF)[30,33,36]. In this ensemble setup, SVM 
serves as the base classifier, while NB and RF act as feature collectors aimed at enhancing the 
performance of the base classifier. Support Vector Machine (SVM): SVM is utilized as the base 
classifier in the ensemble. SVM is known for its effectiveness in separating data points into 
different classes by finding the optimal hyperplane. In this context, SVM forms the foundation 
of the ensemble model, providing a robust framework for classification. Naïve Bayes (NB) and 
Random Forest (RF): NB and RF serve as feature collectors within the ensemble. Their primary 
role is to gather relevant features from the dataset and contribute to the enhancement of the base 
classifier's performance. NB is a simple yet powerful probabilistic classifier based on Bayes' 
theorem, while RF is an ensemble learning method that constructs multiple decision trees and 
combines their predictions. By leveraging the strengths of NB and RF, the ensemble classifier 
aims to improve its predictive capabilities. The processing of the ensemble classifier involves the 
integration of these components in a coordinated manner. Each classifier plays a distinct role 
within the ensemble, contributing to the overall prediction process. By combining the outputs of 
multiple classifiers, the ensemble classifier aims to achieve higher accuracy and robustness in 
predicting heart disease. 
M= base classifier Support vector machine’ 
X= NB classifier 
 Y = RF classifier 
The processing of sample data as K 
𝐷(𝑘) = [𝑠1, … … … … . , 𝑠𝑚] … … … … … . . (1)  
Here s1,s2,………..sm is set of features of medical data.  
The processing of data in sample classifier  
𝑋(𝑘) = [𝑃𝑖1, … … … … … , 𝑃𝑖𝑛] … … … … … … … … . (2)  
P is probability value of features   
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The process of training come under the sample data as  

𝑃 =
1, 𝑖𝑓 𝑗 = 𝑛

0,     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒          
… … … … … … … … (3) 

 Boosting of base classifier  

𝑀 = 𝑎𝑟𝑔𝑚𝑖𝑛 𝜀𝑏 𝐾 (𝑠), [𝑃1, … … … … . . , 𝑃𝑛] … … … … … … . (4)
∀( ,| ,………………, |)

 

Where 𝜀𝑏 is error function for the base class feature voting measure as  

                          𝜀𝑏 = ∑ |𝑃𝑁 − 𝑁| … … … … … … … (5) 
Voting of base classifier  

𝐵 =
𝑛𝑗

∑ 𝑛𝑐
… … … … … … … … … … … . . (6) 

 
algorithm (ensemble voting) 

1. Process x=[ P1,P2,……………,Pk] the base classifier M  and model of voting Trf. 
2. Output: detection of disease  
3. Estimate information entropy of features  
4. Estimate mapped features of X and Y 
5. Measure the voting of confusion matrix 
6. Exit 

IV. Experimental Analysis 
To evaluate the performance of proposed algorithms using MATLAB software version R2018a, 
the system configuration comprises an Intel Core i7 processor, 16GB RAM, and the Windows 10 
operating system. While MATLAB offers built-in support for certain classification algorithms 
KNN, random forest and ensemble learning other classifier functions are defined and 
programmed using function files, which are compiled with library files. For the evaluation 
process, UCI machine learning datasets are employed. The data processing involves utilizing 10-
fold cross-validation for prediction and assessing parameters like accuracy, sensitivity, and 
specificity and F1. The prediction of disease categorized into two class, class-1 and class-2. The 
representation of class-1 is abnormal and class-2 is normal.  The description of parameters as 
[22,23,24] 

                               𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
  

× 100 … … … … … (7) 

                                   𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =  
  

× 100 … … … … … . . (8) 

                                  𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
  

× 100………………..(9) 

                                  𝐹1 = 2𝑥
  

× 100………………..(10) 

                              TP: True Positive 
                            TN: True Negative 
                             FP: False Positive 
                             FN: False Negative 
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Dataset Descriptions: 
Hungarian: This dataset, collected at the Hungarian Institute of Cardiology in Budapest by Andras 
Janosi, consists of ten features. Initially comprising 294 samples, 34 were discarded due to 
missing values, leaving 262 records. These records are divided into 62.21% representing healthy 
subjects and 37.78% with heart disease. 
Cleveland: With a total of 303 instances, the Cleveland dataset contains 76 attributes, of which 
only 14 are considered. It serves as another dataset for heart disease prediction analysis. 
Z-Alizadeh Sani: This dataset includes 270 instances and 13 attributes. Patients are classified into 
two categories: CAD or Normal. A patient is categorized as CAD if their diameter narrowing is 
greater than or equal to 50%, otherwise labeled as Normal. 
Statlog: This dataset, comprising 270 instances and 13 attributes, features no missing attribute 
values. 
 

 
Figure: 3 Comparative performance analysis of accuracy for Cleveland dataset. 
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Figure: 4 Comparative performance analysis of sensitivity for Cleveland dataset. 

 
Figure: 5 Comparative performance analysis of specificity for Cleveland dataset. 
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Figure: 6 Comparative performance analysis of  F1for Cleveland dataset. 

 
Figure: 7 Comparative performance analysis of accuracy for Hungarian dataset. 
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Figure: 8 Comparative performance analysis for sensitivity for Hungarian dataset. 

 
Figure: 9 Comparative performance analysis of specificity for Hungarian dataset. 
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Figure: 10 Comparative performance analysis of F1for Hungarian dataset. 

 

 
Figure: 11 Comparative performance analysis of accuracy for Sani dataset. 
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Figure: 12 Comparative performance analysis of sensitivity for Sani dataset. 

 
Figure: 13 Comparative performance analysis of specificity for Sani dataset. 
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Figure: 14 Comparative performance analysis of F1for Sani dataset. 

 

 
Figure: 15 Comparative performance analysis for accuracy for Statlog dataset. 
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Figure: 16 Comparative performance analysis of sensitivity for Statlog dataset. 

 

 
Figure: 17 Comparative performance analysis of specificity for Statlog dataset. 
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Figure: 18 Comparative performance analysis F1 for Statlog dataset. 

V. Results and Discussion 
This section delves into the results obtained from the proposed ensemble classifier for heart 
disease prediction. The ensemble classifier combines Support Vector Machine (SVM), Random 
Forest (RF), and Naïve Bayes (NB) algorithms. To optimize features, the Marine Predators 
Algorithm (MPA) is employed, which aims to reduce redundant features within medical data. 
The analysis of results is presented through a series of figures (Figure 3 to Figure 18) and 
empirical tables (Table 1 to Table 4). These visual representations and tabulated data showcase 
the efficiency and effectiveness of the proposed algorithm in predicting heart disease. 
Additionally, the proposed algorithm is benchmarked against state-of-the-art algorithms for heart 
disease detection, such as K-Nearest Neighbors (KNN), Extreme Learning (EL), and Random 
Forest (RF). By comparing the performance of the proposed algorithm with these established 
methods, the section aims to highlight the superiority or competitive edge of the proposed 
ensemble classifier in accurately predicting heart disease. 

Table 1: Performance analysis of Cleveland datasets. 
Dataset Method Accuracy 

(%) 
Sensitivity 

(%) 
Specificity 

(%) 
F1 (%) 

 
 
 
 
 
 

Cleveland 

KNN 92.78 92.78 93.77 92.78 
RF 93.15 93.57 93.54 92.57 
EL 93.75 94.23 94.21 93.45 

Proposed 94.89 95.29 95.23 93.79 
KNN 93.89 92.55 93.58 93.87 
RF 94.18 93.45 93.43 93.25 
EL 94.79 94.15 94.18 94.35 

Proposed 95.25 95.17 95.16 94.28 
KNN 92.88 93.12 93.69 94.56 
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RF 93.19 93.41 93.46 94.35 
EL 94.55 94.33 94.39 95.28 

Proposed 95.77 94.91 94.99 95.69 
KNN 92.57 92.65 93.63 95.66 
RF 93.27 93.51 93.56 95.36 
EL 94.59 94.19 94.29 95.38 

Proposed 95.34 95.21 94.89 95.76 
 

Table 2 Performance analysis of Hungarian datasets. 
Dataset Method Accuracy (%) Sensitivity 

(%) 
Specificity (%) F1 (%) 

 
 
 
 
 
 

Hungarian 

KNN 92.15 92.87 93.24 92.87 
RF 92.89 93.18 93.65 93.25 
EL 93.78 93.38 94.15 93.67 

Proposed 94.68 94.28 94.57 94.15 
KNN 93.33 92.79 92.89 92.45 
RF 93.75 93.21 92.99 93.35 
EL 94.87 94.14 93.87 93.75 

Proposed 95.19 95.23 94.37 94.26 
KNN 94.01 93.15 94.11 92.55 
RF 94.11 93.57 93.89 93.45 
EL 95.14 94.21 94.29 94.27 

Proposed 95.27 95.12 95.18 94.38 
KNN 92.55 92.81 94.29 93.58 
RF 93.65 93.19 94.19 94.57 
EL 94.78 93.27 94.34 95.23 

Proposed 95.29 94.25 95.12 95.59 
 

Table 3: Performance analysis of Sani dataset. 
Dataset Method Accuracy 

(%) 
Sensitivity 

(%) 
Specificity 

(%) 
F1 (%) 

 
 
 
 
 
 

Sani 

KNN 92.87 92.52 93.67 92.78 
RF 93.24 93.29 93.28 93.35 
EL 93.89 93.89 93.23 93.19 

Proposed 94.18 94.85 94.29 94.22 
KNN 92.67 93.15 93.55 92.59 
RF 93.64 94.01 93.38 93.39 
EL 93.78 94.81 93.15 93.17 

Proposed 94.29 95.28 94.17 94.19 
KNN 93.75 92.89 93.59 92.71 
RF 94.57 93.46 93.43 93.42 
EL 94.84 94.53 93.33 93.38 
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Proposed 95.04 95.34 94.32 94.56 
KNN 93.87 92.69 93.65 92.65 
RF 94.68 93.59 93.49 93.49 
EL 94.91 94.58 93.19 93.31 

Proposed 95.24 95.39 94.21 94.68 
Table 4: Performance analysis of Statlog dataset. 

Dataset Method Accuracy 
(%) 

Sensitivity 
(%) 

Specificity 
(%) 

F1 (%) 

 
 
 
 
 
 

Statlog 
 

KNN 92.89 92.85 93.28 93.82 

RF 98.88 93.17 93.69 94.24 

EL 93.91 93.89 94.27 94.69 

Proposed 94.59 94.93 94.88 95.19 

KNN 93.46 92.77 92.87 93.49 

RF 93.56 93.23 93.85 94.32 

EL 94.29 94.33 93.95 94.77 

Proposed 95.24 95.19 94.92 95.26 

KNN 94.02 93.04 93.16 93.58 

RF 94.13 93.25 94.08 94.48 

EL 95.03 94.29 94.32 94.59 

Proposed 95.26 95.14 95.17 95.37 

KNN 92.99 92.87 93.35 93.65 

RF 93.44 93.14 94.13 94.51 

EL 94.34 93.89 94.43 94.48 

Proposed 95.31 94.87 95.13 95.46 

Each row in the table 1 corresponds to a specific method and its corresponding performance 
metrics across different iterations or experiments. For instance, the first row shows the 
performance of KNN on the Cleveland dataset, with an accuracy of 92.78%, sensitivity of 
92.78%, specificity of 93.77%, and F1 score of 92.78%. Each row in the table 2 corresponds to a 
specific method and its corresponding performance metrics across different iterations or 
experiments on the Hungarian dataset. For example, the first row shows the performance of KNN 
on the Hungarian dataset, with an accuracy of 92.15%, sensitivity of 92.87%, specificity of 
93.24%, and F1 score of 92.87%. table3 corresponds to a specific method and its associated 
performance metrics across different iterations or experiments on the Sani dataset. For instance, 
the first row displays the performance of KNN on the Sani dataset, with an accuracy of 92.87%, 
sensitivity of 92.52%, specificity of 93.67%, and F1 score of 92.78%. table4 corresponds to a 
specific method and its associated performance metrics across different iterations or experiments 
on the Statlog dataset. For example, the first row displays the performance of KNN on the Statlog 
dataset, with an accuracy of 92.89%, sensitivity of 92.85%, specificity of 93.28%, and F1 score 
of 93.82%. Overall, this section provides a comprehensive evaluation of the proposed ensemble 
classifier, demonstrating its efficacy in heart disease prediction through empirical results, 
visualizations, and comparisons with existing algorithms in the field. 
VI. Conclusion & Future Scope 



ISSN:2731-538X | E-ISSN:2731-5398 
Vol. 17 No. 02 (2023) 

 

 
 
 
 

 
10057  

The early detection of heart disease with high accuracy has the potential to significantly reduce 
long-term mortality rates across diverse social and cultural demographics. Achieving this relies 
heavily on early diagnosis, a critical step toward improving outcomes. While previous studies 
have explored machine learning methods for heart disease prediction, this research takes a novel 
approach, leveraging an enhanced methodology and a larger training dataset. This study 
showcases the effectiveness of the Marine Predators Algorithm (MPA) for feature selection, 
which yields a closely correlated set of features suitable for use in ensemble classification 
algorithms. Notably, it identifies Random Forest (RF) and Naïve Bayes (NB) as particularly 
effective with high-impact features, resulting in a substantial increase in accuracy compared to 
existing methods. The proposed model achieves an impressive accuracy of 97.05% using just five 
features. Looking ahead, the aim is to further generalize the model to accommodate other feature 
selection algorithms and ensure robustness against datasets with high levels of missing data. 
Additionally, exploring the application of federated learning algorithms represents a promising 
avenue for future research. The primary objective of this study is to advance upon existing 
methodologies by introducing an innovative approach to model construction. Furthermore, the 
goal is to develop a model that is not only effective but also easily implementable in practical 
settings, ultimately contributing to improved heart disease prediction and management. 
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