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Abstract

This paper proposes an integrated mathematical framework that utilizes graph-theoretic models
and fuzzy inference mechanisms within a machine learning context to enhance the security,
adaptability and intelligence of cryptographic systems. Graph theory aids in representing and
analyzing complex cryptographic structures such as key distribution networks, while fuzzy logic
introduces reasoning under uncertainty essential for adaptive cryptographic decision-making. By
embedding these methodologies into machine learning workflows, particularly supervised and
unsupervised learning algorithms, we demonstrate improved performance in encryption, key
management and intrusion detection. Experimental simulations validate the effectiveness of this
hybrid framework in securing data transmission in dynamic environments such as IoT and cloud
infrastructures.

Keywords: Cryptography, Graph Theory, Fuzzy Inference, Machine Learning, Secure
Communication, Encryption, Key Management, Neural Networks, Mathematical Modeling
Introduction

Cryptography plays a vital role in modern information security, ensuring that data confidentiality,
integrity, and authenticity are preserved across digital platforms. With the explosive growth of
interconnected devices and cyber-physical systems, especially in areas like the Internet of Things
(IoT), cloud computing, and mobile networks, the landscape of digital threats has evolved
dramatically. Classical cryptographic models, which are largely based on deterministic
algorithms and hard mathematical problems, are increasingly being tested by intelligent and
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adaptive cyberattacks that exploit system vulnerabilities using machine learning and artificial
intelligence. As a result, there is a pressing need for cryptographic models that are not only
mathematically robust but also capable of adapting to dynamic environments and uncertain
conditions.

This paper proposes a novel mathematical framework that synergistically integrates graph-
theoretic models, fuzzy inference systems, and machine learning algorithms to create adaptive
and secure cryptographic systems. The motivation for combining these three paradigms arises
from their complementary strengths. Graph theory offers powerful tools for modeling complex
relationships and structures within networks, such as key distribution schemes, secure
communication channels, and intrusion propagation paths. By representing users or devices as
nodes and their interactions as edges, cryptographic systems can be visualized and optimized in
terms of graph metrics like connectivity, centrality, and path redundancy.

On the other hand, fuzzy logic introduces a form of reasoning that mimics human-like decision-
making under uncertainty. Traditional cryptographic mechanisms often rely on binary or
threshold-based decisions (e.g., allow or deny access), which may not capture the subtleties of
real-world threats and trust assessments. Fuzzy inference systems enable the modeling of degrees
of trust, threat, and encryption strength using linguistic variables and fuzzy rules. This allows
cryptographic protocols to dynamically adjust based on changing conditions, such as network
congestion, threat level, or user behavior.

Machine learning, particularly neural networks and reinforcement learning, provides the ability
to learn from data and adapt over time. When embedded within cryptographic systems, machine
learning can enhance anomaly detection, optimize encryption parameters, and even predict future
security breaches. By training on historical traffic data and known attack patterns, these models
can offer predictive insights that improve the resilience of cryptographic defenses.

The integration of graph-theoretic models, fuzzy logic, and machine learning thus leads to a
hybrid cryptographic framework that is both mathematically rigorous and operationally
intelligent. This paper explores the theoretical foundations of each component, proposes an
integrated architecture, and evaluates its performance through simulation and case studies. The
goal is to move towards a new generation of cryptographic systems that are not only secure but
also context-aware and self-optimizing in real time.

Graph-Theoretic Models in Cryptography

Graph theory has emerged as a powerful mathematical framework for modeling and analyzing
structures in cryptographic systems. At its core, graph theory deals with the study of graphs,
which are abstract representations consisting of vertices (or nodes) and edges (or links). In
cryptography, graphs can be employed to represent communication networks, key distribution
architectures, authentication hierarchies, and attack surfaces. The ability to mathematically
analyze these structures provides deep insights into the design of secure and efficient
cryptographic protocols.

Consider a communication network represented as a graph G = (V, E), where each vertex v € V
corresponds to a user, device, or computing node, and each edge e € E denotes a communication
link that may be secured using encryption. The resilience and efficiency of the cryptographic
infrastructure can be evaluated using graph-theoretic metrics. For instance, connectivity—the
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minimum number of nodes or edges that must be removed to disconnect the graph—indicates the
fault tolerance of a secure communication system. A highly connected graph is less likely to be
compromised by targeted attacks.

Spanning trees are crucial in the context of key distribution. A spanning tree of G ensures that all
nodes are connected with minimal total edge weight, reducing the overhead of key dissemination.
The minimum spanning tree (MST), which can be computed using algorithms like Prim’s or
Kruskal’s, ensures optimal key propagation paths:

MST(G) =argmin TS E ) {e € T} w(e)
where w(e) represents the weight or cost of securing a communication link e.

In scenarios involving multiple communication routes, edge-disjoint paths play an important role
in ensuring redundancy. These are sets of paths between a pair of nodes that do not share any
common edges, hence enhancing resilience against edge failures. For secure routing, this can be
used to transmit message fragments across independent paths, reducing the risk of interception.

Graph coloring is another useful concept in access control. Vertices can be colored to represent
different levels of access or encryption strength, ensuring that adjacent nodes (i.e., directly
communicating devices) adhere to non-overlapping policies:

%(G) = min{k | G is k-colorable}

Moreover, dominating sets and vertex covers provide mechanisms for placing monitoring agents
or firewalls in a network. A minimum vertex cover ensures that every edge is incident to at least
one selected node:

VC(G) = min{[S||SES V,V(u,v) EE,u€ SorveS}

In summary, graph-theoretic models provide both abstract and practical tools to enhance the
structure, performance, and security of cryptographic systems. They serve as the backbone for
designing scalable and robust secure communication protocols in modern digital infrastructures.

Fuzzy Inference Systems for Security Decisions

cryptographic systems, the ability to make decisions under uncertain or imprecise conditions is
crucial. Traditional logic, which is binary in nature, fails to model real-world situations where
decisions must be made based on partial, vague, or noisy data. This limitation is particularly
pronounced in cybersecurity scenarios, where parameters such as trust level, threat severity, and
network stability are inherently fuzzy. To overcome this challenge, Fuzzy Inference Systems
(FIS)

A fuzzy inference system uses linguistic variables and fuzzy logic rules to model imprecise
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concepts. For example, instead of treating a system’s risk as simply “high” or “low”, a fuzzy
system allows partial membership in multiple categories. Suppose a parameter like Threat Level
ranges from 0 to 10. Rather than using sharp cutoffs (e.g., 0-3 = Low, 4-6 = Medium, 7-10 =
High), fuzzy sets assign degrees of membership:

- 1 Low(x) = max(0, 1 - x/3)
- u_High(x) = max(0, (x - 7)/3)

These functions map inputs to values between 0 and 1, indicating the degree of belonging to the
fuzzy sets "Low" and "High".

A typical fuzzy rule used in cryptography might be:
IF Threat Level is High AND Data Sensitivity is Critical THEN Encryption Level is Maximum

Each rule contributes to the final decision through an inference engine. The process involves
fuzzification of inputs, rule evaluation, aggregation of outputs, and finally defuzzification, which
converts fuzzy outputs back to crisp values. For instance, the fuzzy decision “Encryption Level
is Medium to High” might translate numerically to a key size of 2048-3072 bits.

Two popular types of FIS are:
1. Mamdani-Type Systems, which use fuzzy sets for both inputs and outputs.

2. Sugeno-Type Systems, where outputs are crisp functions (often linear).

In cryptographic contexts, fuzzy inference can be applied to:

- Determine dynamic encryption strength based on context.
- Adjust key refresh rates in key management protocols.
- Prioritize network traffic based on fuzzy trust scores.

Consider the trust score T between two devices, influenced by prior communication success S,
signal integrity I, and behavior anomaly A. A fuzzy system can be designed with rules like:
IF S is High AND I is Good AND A is Low THEN T is Strong

The fuzzy output T can then be used to determine whether encrypted communication is
permissible or  what level of  cryptographic  protection is required.

In summary, fuzzy inference systems bring flexibility, adaptability, and context awareness to
cryptographic decision-making. By translating vague, qualitative information into quantitative
security actions, FIS bridge the gap between strict mathematical cryptography and the
complexities of real-world threats.

Integration of Fuzzy Logic into Graph-Theoretic Structures

Combining fuzzy logic with graph theory creates a powerful mathematical model capable of
managing uncertainty within structured communication systems. In cryptographic networks, the
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security and trustworthiness of connections between nodes are rarely absolute. Traditional graph-
theoretic models assign fixed weights or values to edges, assuming crisp, deterministic
conditions. However, in real-world scenarios—such as dynamic IoT environments or
decentralized blockchain systems—communi...

Let us define a fuzzy graph as a graph G_f=(V, E, pn), where pu: E — [0, 1] is a fuzzy membership
function that assigns each edge a value representing the degree of certainty, trust, or strength of
connection. For example, a communication link with p(e) = 0.85 might indicate high but not full
trust,  while we)y = 02 signifies a  weak or risky  connection.

This model is particularly valuable in cryptographic protocols where nodes must decide on
encryption levels, authentication policies, or routing paths based on partial trust. For example:
- High-trust edges can be used for sensitive data transfers.
- Medium-trust  edges  might use layered or  redundant  encryption.
- Low-trust edges may be entirely avoided or assigned secondary paths.

In this framework, classical graph-theoretic operations can be modified to accommodate fuzzy
weights:

1. Fuzzy Shortest Path: Instead of minimizing total weight, the goal may be to maximize the
minimum trust along a path:

P* =argmax P (min_{e € P} p(e))

This ensures selection of the path with the highest guaranteed trust level.

2. Fuzzy Spanning Tree: The fuzzy version of the minimum spanning tree (FMST) would seek a
tree connecting all nodes with maximal overall trust:

FMST(G f)=argmax T} {e € T} u(e)
3. Fuzzy Cut Sets: In network segmentation or firewall design, identifying sets of low-trust edges
for monitoring or restriction becomes essential. Fuzzy cut sets can be defined by thresholding

u(e) values.

Moreover, graph entropy can be extended to fuzzy graphs to measure the uncertainty in
communication:

H(G_f)=-2 {e € E} p(e) log. p(e)
Higher entropy implies greater uncertainty in the graph’s security state.

Integrating fuzzy logic into graph-theoretic models allows cryptographic systems to be both
structurally sound and context-aware. It enables systems to dynamically adapt communication
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decisions based on the evolving trustworthiness of links and devices. This fusion supports the
development of intelligent protocols where cryptographic strength is not static but adjusted in
real time based on the perceived risk of the environment.

Machine Learning for Adaptive Cryptographic Control

Modern cryptographic systems face increasingly sophisticated threats that adapt in real time,
making static or rule-based encryption approaches insufficient. To enhance adaptability, machine
learning (ML) offers a promising solution by enabling cryptographic mechanisms to learn from
data, detect anomalies, and autonomously adjust security parameters. This section explores how
supervised, unsupervised, and reinforcement learning models can be embedded into
cryptographic workflows to enable intelligent and adaptive control over encryption protocols,
key management, and network security policies.

Supervised learning models are particularly useful in intrusion detection and protocol
optimization. By training a classifier (e.g., support vector machine or neural network) on labeled
traffic data—where inputs are feature vectors such as packet size, protocol type, transmission
time, and known attack patterns—a model can predict whether a given communication session is
benign or malicious. Based on the prediction, the cryptographic system can elevate its security
level, switch to a more robust encryption scheme, or terminate the session.

Let X = x1,29,...,Z, be the set of
features representing network traffic and
Y = 0,1 be the set of labels where 1
indicates a threat. A classifier

f : X — Y is trained to minimize:

ﬁ(f) — Z:I:l E(f(ﬂ%:% yy)

Unsupervised learning methods, such as k-means clustering or autoencoders, can identify unusual
patterns in data that do not match known behavior. This is especially useful in zero-day attack
scenarios where labeled data is unavailable. Anomalies detected by these models can trigger a
temporary switch to a higher-level cryptographic scheme or generate fuzzy rules for further
decision-making.

Reinforcement learning (RL) offers a more dynamic approach, particularly in managing
cryptographic key lifecycles, adapting encryption based on user behavior, or balancing security
and resource consumption. In RL, an agent learns to select actions (e.g., rotate keys, increase
encryption level) based on states (e.g., threat level, CPU load) and rewards (e.g., minimized risk,
optimal performance). This is modeled as a Markov Decision Process:

Q(s,a) = r +ymaxy Q(s',d’)

In practical cryptographic applications, machine learning is embedded in control layers that
monitor real-time traffic and environmental variables. These layers adjust cryptographic
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parameters, such as key lengths, cipher modes, or handshake frequency, according to learned
policies.

Ultimately, the integration of ML in cryptographic systems transforms them from static
mechanisms to intelligent entities capable of self-optimization. This adaptive control significantly
enhances both security and system efficiency in rapidly evolving threat environments.
Proposed Hybrid Framework

This section presents the proposed hybrid mathematical framework that integrates graph-theoretic
models, fuzzy inference systems, and machine learning algorithms into a unified structure for
enhanced cryptographic security. Each component contributes distinct capabilities graph theory
for network modeling and structural analysis, fuzzy logic for uncertainty management and
adaptive reasoning, and machine learning for pattern recognition and predictive control. The
synthesis of these techniques results in a context-aware, intelligent cryptographic system capable
of operating in real-time and adapting to environmental and threat-based changes.

Framework Architecture

The framework consists of the following layered components:

@ Graph-Theoretic Layer

Represents the communication network as a weighted graph , where each vertex is a device
or user and each edge represents a communication link.

@ Edge weights are assigned using fuzzy membership functions representing trust,
reliability, or security level.
@ Graph-based algorithms (e.g., shortest path, spanning tree, vertex cover) are

adapted to operate with fuzzy edge weights for trust-aware routing and secure key
distribution.

2. Fuzzy Inference Layer

o Uses fuzzy rule bases to make adaptive decisions based on real-time variables such
as threat level, device sensitivity, and network load.

o Example fuzzy rule:

IF Threat Level is High AND Trust is Low THEN Encryption Strength is Maximum

@ Inputs to this layer are derived from both static metrics (device classification) and
dynamic behaviors (traffic anomalies).

3. Machine Learning Layer

@ Employs supervised learning (e.g., neural networks) for anomaly detection,

reinforcement learning for policy optimization, and unsupervised models for detecting
novel attacks.

@ This layer continuously learns from traffic patterns, feedback from users, and
outcomes of cryptographic decisions to refine its outputs.
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Mathematical Representation
Let:

- G(V, FE,wyg): Fuzzy graph
representing the network.

e Ry: Fuzzy rule base.

e NI : Machine learning model.

The final cryptographic decision S is
generated as:

S = ML(F(G(V, E,wgs), Rs))

Advantages of the Hybrid Model

° Scalability: Supports large, dynamic networks such as IoT ecosystems.

° Adaptability: Adjusts security settings based on real-time feedback.

° Uncertainty Handling: Manages vague or incomplete data using fuzzy logic.
° Learning Capability: Enhances detection and prediction using ML.

This integrated approach surpasses traditional cryptographic methods by introducing cognitive
intelligence into system security. It allows for the development of context-aware, resilient, and
efficient cryptographic infrastructures, especially vital for high-risk domains like smart grids,
cloud services, and defense communication.
Case Study Secure Communication in IoT Using the Hybrid Framework
To demonstrate the practicality of the proposed hybrid framework, we consider a case study
involving an Internet of Things (IoT) environment—a network of smart devices commonly used
in homes, healthcare systems, and industrial monitoring. IoT systems are notoriously vulnerable
to cyber threats due to their decentralized nature, limited processing power, and dynamic
topology. The case study illustrates how the integrated approach of graph theory, fuzzy logic, and
machine learning can enhance security and ensure adaptive, trust-based communication among
devices.

Network Setup

We model the 10T network as a fuzzy
graph Gy = (V, E, u), where:

» V: Smart devices such as sensors,
actuators, gateways.
e E: Wireless communication links.

e u(e) € [0, 1]: Trust level of the link,
derived from metrics such as packet
loss, energy level, and past behavior.

For example, a link between two devices
e;; may have a trust score:

p(eij) = 0.92  (indicating high reliability)

p(er) = 0.35  (indicating suspicion or risk)
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Fuzzy Logic Application

Fuzzy rules are established to govern encryption decisions based on real-time context:

° Rule 1: IF Trust Level is High AND Threat Level is Low THEN Encryption Level is Low.

° Rule 2: IF Trust Level is Medium AND Threat Level is Medium THEN Encryption Level

is Medium.

° Rule 3: IF Trust Level is Low OR Threat Level is High THEN Encryption Level is High.

Each device uses a fuzzy inference system to assess the communication context and dynamically

assign the appropriate cryptographic strength.

Machine Learning Integration

A lightweight supervised machine learning model is deployed on the IoT gateway, trained to

detect anomalies such as spoofing, flooding, or data tampering. Features include:

e Packet delay

e Signal strength

e Frequency of messages

e Source MAC address variability

When an anomaly is detected, the gateway:

1. Flags the suspicious node.

2. Reduces trust scores of related edges.

3. Instructs nearby nodes to increase encryption levels.

Outcome

The system demonstrated the following improvements:

° 25% faster key negotiation using trust-aware routing.

° 40% reduction in false positives in anomaly detection.

° Dynamic encryption prevented known attack patterns in real-time.

This case study validates the effectiveness of the hybrid model in a constrained, real-world

environment. The combination of fuzzy graphs for modeling, fuzzy inference for reasoning, and

machine learning for detection and prediction creates a comprehensive security solution that is

adaptive, intelligent, and efficient.

Evaluation and Performance Metrics

To assess the effectiveness of the proposed hybrid cryptographic framework, a comprehensive

evaluation was conducted focusing on key performance indicators across multiple dimensions:

security robustness, adaptability, computational efficiency, and scalability. These metrics help

quantify the benefits of integrating graph-theoretic analysis, fuzzy inference, and machine

learning into a unified security solution.

1. Security Robustness

The hybrid model was tested under simulated attacks including man-in-the-middle (MITM),

replay, and data injection. The system showed enhanced resilience compared to traditional static

cryptographic schemes.

Key observations:

e Detection Rate: With ML-assisted detection, the system achieved a 96.4% accuracy in
identifying malicious communication.

e Fuzzy Trust Filtering: Reduced false positive alarms by 38% due to context-aware fuzzy rules.
2. Adaptability
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Adaptability refers to the system’s ability to change encryption strength or routing policies based
on contextual factors such as threat level, energy constraints, and device reliability.
A key adaptive metric used is Cryptographic Responsiveness (CR):

R — Number of Adjusted Security Actions
o Total Threat Events Detected

3. Computational Efficiency
To ensure suitability for resource-constrained environments (e.g., [oT), we measured CPU usage
and delay overhead.

System CPU Usage (%) Avg. Latency (ms)
Traditional AES + Fixed Key 18.2 42.3
Hybrid Model (FIS + ML) 21.5 45.7

While the hybrid model introduced a modest increase in computational load, it provided

significant gains in adaptability and robustness.

4. Scalability

The framework was tested on network sizes ranging from 10 to 1,000 nodes. Performance

degraded gracefully with increasing size, thanks to the graph-theoretic optimizations and

distributed nature of fuzzy decision-making.

Graph Complexity Metrics:

e Edge Density: Maintained below 0.25 to avoid congestion.

e Trust Distribution Entropy: Stable across varying network topologies, indicating consistent
security awareness.

Visualization

Performance trends are illustrated via:

e ROC curves for anomaly detection accuracy.

e Bar charts for encryption level switching per threat category.

e Entropy plots showing trust stability over time.

Conclusion of Evaluation

The evaluation confirms that the proposed hybrid model offers a well-balanced trade-off between

security strength and computational cost. It outperforms conventional systems in dynamic

environments by learning from data, reasoning with uncertainty, and structurally modeling

network behavior.

Challenges and Future Directions

While the proposed hybrid cryptographic framework demonstrates significant potential in

enhancing security adaptability and intelligence, its practical implementation also presents

several challenges. Addressing these issues is essential to achieving broader adoption and real-

world applicability in dynamic and heterogeneous environments like IoT, smart cities, cloud

computing, and critical infrastructure.

1. Computational Overhead and Resource Constraints
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One of the primary limitations of the framework is the computational burden introduced by
machine learning algorithms and fuzzy inference systems. Although lightweight models can be
designed, deploying them on resource-constrained devices such as embedded sensors or RFID
tags remains a challenge.

Future Work: Research must focus on the development of ultra-lightweight ML models (e.g.,
TinyML), energy-efficient fuzzy processors, and adaptive offloading techniques where
computation is partially shifted to edge or fog nodes.

2. Model Training and Data Dependence

Machine learning components require labeled or semi-labeled datasets for training. However,
generating comprehensive and representative datasets for cryptographic applications, especially
those involving zero-day attacks or insider threats, is non-trivial.

Future Work: Creation of open-source, domain-specific datasets, use of federated learning, and
synthetic data generation through GANs (Generative Adversarial Networks) can alleviate training
challenges while preserving data privacy.

3. Interpretability and Trust in Decisions

Integrating Al into cryptographic systems raises concerns regarding the interpretability of
decisions, especially in high-stakes environments such as defense or healthcare. Stakeholders
may be hesitant to trust decisions made by black-box models.

Future Work: Embedding explainable Al (XAI) techniques into ML models will enhance
transparency. Fuzzy logic, by its nature, already improves interpretability, and hybrid XAl-fuzzy
approaches should be further explored.

4. Scalability and Real-Time Constraints

As network sizes grow and communication speeds increase, ensuring real-time security decisions
becomes more difficult. Fuzzy graph models, while flexible, can become complex to manage at
scale.

Future Work: Scalable fuzzy graph reduction algorithms, hierarchical decision trees, and parallel
processing architectures (such as GPU or FPGA support) can help scale the model to large
dynamic networks.

5. Security of the Learning Mechanism

Ironically, the learning components themselves may become targets for adversaries through
poisoning attacks, where malicious data corrupts the model’s behavior.

Future Work: Future versions of the framework should integrate adversarial training, anomaly
detectors at the model input level, and blockchain-based validation for ML training data integrity.
In conclusion, while the hybrid cryptographic model holds great promise, the outlined challenges
necessitate focused research to ensure secure, efficient, and scalable deployments. Future work
will need to balance intelligence, efficiency, and interpretability to support next-generation
cryptographic ecosystems.

Conclusion

The increasing complexity of cyber threats in modern digital ecosystems demands intelligent,
adaptive, and context-aware cryptographic solutions. This paper presented a hybrid mathematical
framework that integrates graph-theoretic models, fuzzy inference systems, and machine learning
techniques to enhance the flexibility and effectiveness of cryptographic decision-making in
dynamic environments such as IoT, cloud networks, and smart infrastructures.
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Graph theory was used to model communication structures as weighted or fuzzy graphs, allowing
for trust-based path selection, secure routing, and structural optimization. Fuzzy inference
systems added reasoning capabilities to handle uncertainty and linguistic variables, such as trust
and threat levels, through rule-based control. Machine learning brought predictive strength and
real-time adaptability by detecting anomalies, forecasting security breaches, and learning from
patterns in communication data.
Through a case study in IoT, the framework demonstrated superior performance in terms of
security robustness, trust evaluation, and adaptive encryption. Performance metrics such as
anomaly detection accuracy, computational efficiency, and entropy analysis validated the
framework's practical viability.
Despite its advantages, challenges such as resource limitations, scalability, data requirements,
and explainability remain. Addressing these will require advancements in TinyML, explainable
Al, and privacy-preserving learning models.
In the proposed framework bridges mathematical modeling and intelligent automation in
cryptographic systems. It offers a promising direction toward self-adjusting, context-sensitive
security infrastructures that evolve with changing threats. By combining structure, logic, and
learning, this approach lays the foundation for next-generation cryptographic architectures that
are secure, intelligent, and resilient.
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