
ISSN:2731-538X | E-ISSN:2731-5398 
Vol. 19 No. 01 (2025) 

 

 
 
 
 

 
627  

AN CATBOOST AND MLP OPTIMIZATION WITH ML AND DL APPROACHES ON 
PRIVACY PRESERVING AND CRYPTANALYSIS 

 
1Dr.Badde. HariBabu, 2Dr. Vikas Kumar, 3Badde.Srinivasa Rao 

1Associate Professor, Department of Computer Science and Engineering International School of 
Technology and Sciences for Women, Rajamahendravaram, Andhra Pradesh, India. 2Professor, 
Chhatrapati Shivaji Maharaj University, Navi Mumbai., India  3Assistant Professor, Sai Spurthi 

Institute of Technology, Sathupally, Telangana, India. 
 
ABSTACT:  
With the increasing deployment of machine learning (ML) and deep learning (DL) models in 
security-sensitive domains, ensuring privacy and robust cryptanalysis has become crucial. This 
paper presents an integrated approach using CatBoost, a gradient boosting algorithm, and Multi-
Layer Perceptron (MLP), a deep learning model, optimized for applications in privacy-preserving 
analysis and cryptanalysis. The proposed framework leverages hybrid ML-DL strategies to 
enhance model accuracy, robustness, and interpretability in data-sensitive environments. 
Empirical evaluations demonstrate superior performance in recognizing cryptographic patterns 
and ensuring data security through adversarial resilience and model interpretability. We propose 
optimization techniques for both models using hyperparameter tuning and regularization under 
privacy constraints. 
Keywords: CatBoost, MLP, cryptanalysis, privacy preservation, machine learning, deep 
learning, homomorphic encryption, federated learning, gradient boosting, optimization 
1.1 Introduction 
In the modern digital age, the security and privacy of data have become paramount, especially 
with the growing use of machine learning (ML) and deep learning (DL) in sensitive applications. 
The study of analyzing and breaking cryptographic systems – cryptanalysis – has traditionally 
relied on mathematical rigor, but is now being enhanced by data-driven approaches. At the same 
time, the use of ML and DL introduces new challenges around data privacy, especially when 
models are trained on sensitive or encrypted data. 
This paper investigates the optimization of two powerful models – CatBoost, a gradient boosting 
decision tree algorithm, and Multi-Layer Perceptron (MLP), a deep neural network architecture 
– for cryptanalysis tasks while integrating privacy-preserving mechanisms. The purpose is 
twofold: to improve the performance of cryptographic pattern recognition and to ensure that the 
training process does not compromise data privacy. Through the use of techniques such as 
federated learning, homomorphic encryption, and differential privacy, this research presents a 
hybrid approach that balances cryptanalytic efficiency with strong data security. 
1.2 Objectives 
1. To evaluate the efficiency of CatBoost and MLP models in cryptographic pattern 

recognition. 
2. To design privacy-preserving optimization strategies for ML and DL models using real-

world cryptographic datasets. 
3. To compare and benchmark CatBoost and MLP models on performance metrics such as 

accuracy, precision, recall, and F1-score in cryptanalysis. 
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4. To explore and integrate privacy-preserving techniques such as federated learning and 
homomorphic encryption into the model training pipeline. 

5. To propose a future-ready hybrid ML-DL framework for secure and interpretable 
cryptographic data analysis. 

1.3 Literature Review  
The integration of machine learning (ML) and deep learning (DL) in cryptanalysis and privacy-
preserving computing has attracted significant research attention in recent years. These methods 
provide powerful alternatives to traditional cryptographic analysis by learning patterns and 
vulnerabilities from large datasets. 
CatBoost, introduced by Prokhorenkova et al. (2018), is a gradient boosting decision tree 
algorithm known for its efficiency and handling of categorical data. It has shown strong 
performance in security-sensitive tasks due to its robustness and interpretability. Researchers 
such as Chen et al. (2021) demonstrated that tree-based models, including CatBoost, are 
particularly effective in side-channel attack classification due to their low variance and high 
feature sensitivity. 
Multi-layer perceptrons (MLPs), a class of feedforward neural networks, have been extensively 
employed in cryptographic applications. Cagli et al. (2019) demonstrated that MLPs can 
effectively recover cryptographic keys from side-channel leakage, outperforming traditional 
statistical methods. MLPs provide high accuracy in complex pattern recognition but require 
careful regularization and optimization due to their tendency to overfit, especially on limited or 
noisy cryptographic data. 
In the field of privacy-preserving machine learning, several frameworks have emerged. Abadi et 
al. (2016) introduced differential privacy mechanisms in deep learning, allowing models to be 
trained without compromising sensitive data. Federated learning proposed by McMahon et al. 
(2017) provides a decentralized training paradigm that keeps data localized, making it highly 
relevant for cryptographic systems where data privacy is critical. Recent work by Bonawitz et al. 
(2019) extended the federated learning framework with secure aggregation protocols to keep 
model updates more secure. (2020) implemented practical FHE libraries such as TFHE and 
TenSEAL, enabling privacy-preserving neural network inference. 
Hybrid ML-DL frameworks that combine models such as CatBoost and MLP have also been 
explored. Wang et al. (2022) proposed a dual-architecture model for encrypted traffic 
classification, combining decision trees with neural networks to exploit both interpretability and 
nonlinear representation power. 
 
Despite significant progress, there remains a gap in integrating these models for cryptanalysis 
and simultaneously enforcing strong privacy guarantees. This study addresses this gap by 
evaluating and optimizing CatBoost and MLP models under privacy-preserving constraints in the 
context of cryptographic analysis. 
Homomorphic Encryption in Privacy-Preserving ML 
Brand and Pradel (2023) introduced a practical method to train ML models using fully 
homomorphic encryption (FHE), which enables computation on encrypted data without 
compromising privacy. Their approach achieved significant speed improvements, training binary 
classifiers on thousands of samples in less than 45 seconds on standard hardware. Similarly, 
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Frimpong et al. (2024) developed GuardML, a hybrid homomorphic encryption (HHE) 
framework that combines symmetric cryptography with HE to facilitate efficient and secure ML 
services on end devices. Their evaluation demonstrated minimal accuracy loss and low 
computational overhead, highlighting the practicality of HHE in resource-constrained 
environments. 
Secure Computation Techniques for Neural Networks 
Salim et al. (2024) proposed Hawk, a privacy-preserving ML protocol using secure lookup table 
computations to efficiently handle nonlinear activation functions in neural networks. By adopting 
a two-server model and introducing epsilon-dx-privacy, Hawk achieved up to 688 times faster 
training time than previous methods, as well as improved accuracy on datasets such as MNIST. 
Additionally, Miao et al. (2024) explored client-assisted privacy-preserving ML, where clients 
assist in secure computations, resulting in significant improvements in communication and 
computational efficiency compared to existing protocols. 
Federated Learning and Homomorphic Encryption 
Jin et al. (2023) presented FedML-HE, an efficient federated learning system incorporating 
homomorphic encryption for secure model aggregation. By selectively encrypting sensitive 
parameters, FedML-HE reduced computation and communication overhead during training, 
demonstrating scalability to large models such as ResNet-50 and BERT. This approach 
underscores the potential of combining federated learning with encryption techniques to enhance 
privacy in distributed ML settings. Privacy-Preserving ML in Healthcare 
Guerra-Manzanares et al. (2023) conducted a comprehensive review of PPML applications in 
healthcare, identifying challenges and future directions. They emphasized the importance of 
integrating privacy-preserving techniques such as differential privacy and secure multiparty 
computation to protect sensitive medical data during ML model training and inference. These 
insights are particularly relevant for cryptanalysis tasks involving confidential information.\ 
1.4 Research Methodology  
1. Dataset Selection: Cryptographic datasets comprising ciphertext-plaintext pairs, encryption 
scheme identifiers, and cryptographic key metadata were used. Both synthetic and real datasets 
were considered, with emphasis on block cipher analysis and side-channel attack traces. 
2. Data Preprocessing: Normalization, feature encoding, dimensionality reduction (PCA), and 
cryptographic feature extraction were applied to improve model input quality. 
3. Model Implementation: 

 CatBoost: Leveraged for its ability to handle categorical data, regularization and built-in 
handling of missing values. Parameters tuned included learning rate, depth, L2 leaf 
regularization. 

 MLP: Configured with multiple hidden layers, ReLU activations, dropout layers for 
regularization, and optimized with Adam optimizer. 

4. Privacy-Preserving Mechanisms: 
 Homomorphic Encryption: Used to encrypt training data to enable learning on 

encrypted values. 
 Federated Learning: Implemented to train models across decentralized devices without 

sharing raw data. 
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 Differential Privacy: Added noise to gradient updates during training to ensure data 
confidentiality. 

5. Evaluation Metrics: Accuracy, precision, recall, F1-score, ROC-AUC, training time, and 
privacy-preservation overhead were considered. 
6. Tools & Libraries: Python, PyTorch, Scikit-learn, CatBoost library, PySyft (for federated 
learning), TenSEAL (for homomorphic encryption). 
1.5 Result Analysis  
This section evaluates the results of the proposed work in alignment with the research objectives. 
Both CatBoost and MLP models were implemented and optimized to perform cryptanalysis, 
while integrating privacy-preserving mechanisms such as federated learning, homomorphic 
encryption, and differential privacy. 
 
Table 1.1: Both CatBoost and MLP models were implemented and optimized to perform 
cryptanalysis, while integrating privacy-preserving mechanisms such as federated learning, 
homomorphic encryption, and differential privacy. 
 

Model Accuracy F1-Score 
Training 
Time 

Privacy 
Overhead Interpretability 

CatBoost 92.30% 0.91 Low Moderate High 

MLP 
(DL) 94.50% 0.93 Medium High Moderate 

CatBoost 
+ FL 90.20% 0.88 High Low High 

MLP + 
HE 89.70% 0.87 Very High Very High Low 

 
Objective 1: To evaluate the efficiency of CatBoost and MLP models in cryptographic pattern 
recognition. 
CatBoost and MLP were tested on cryptographic datasets involving ciphertext-plaintext pairs and 
side-channel leakage data. The models were evaluated using metrics such as accuracy, F1-score, 
and ROC-AUC. 

 CatBoost achieved an average accuracy of 92.3% with high interpretability and low 
overfitting. 

 MLP surpassed CatBoost in accuracy, reaching 94.5%, especially in cases with high-
dimensional and non-linear features. 

However, MLP required more computational resources and training time compared to CatBoost. 
This confirmed that CatBoost is more efficient in resource-constrained scenarios, while MLP is 
preferable for high-accuracy cryptographic classification. 
Objective 2: To design privacy-preserving optimization strategies for ML and DL models using 
real-world cryptographic datasets. 
To address this objective, we applied the following strategies: 
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 Federated Learning (FL) for CatBoost: Enabled training across multiple nodes without 
centralizing sensitive data. The model retained ~90% of its baseline accuracy after FL 
integration. 

 Homomorphic Encryption (HE) for MLP: Enabled inference on encrypted data. While 
performance dropped slightly to 89.7% accuracy, privacy was fully preserved during 
inference. 

 Differential Privacy (DP) added to MLP’s gradient updates: Led to a minor drop in 
performance (from 94.5% to 92.6%) but significantly improved privacy guarantees. 

This shows a successful integration of privacy-preserving mechanisms with only minimal trade-
offs in model performance. 
Objective 3: To compare and benchmark CatBoost and MLP models on performance metrics in 
cryptanalysis. 

Metric CatBoost MLP 

Accuracy 92.30% 94.50% 

F1-Score 0.91 0.93 

Training Time Low Medium-High 

Privacy Loss Low Medium 

Interpretability High Moderate 
 
The results show that CatBoost is more interpretable and efficient in training, while MLP 
provides higher classification accuracy in complex scenarios. The trade-off between 
interpretability and raw performance was clearly observable. 
Objective 4: Explore and integrate privacy-preserving techniques such as FL and HE into 
the model training pipeline. 
The integration was validated through practical deployment: 

• Federated CatBoost was effective in mitigating privacy risks and data transfer. 
• HE-enhanced MLP inference was successful for secure inference with encrypted 

inputs, albeit with increased inference time (2.5x). 
• Combined FL + DP on MLP resulted in strong privacy protection with an accuracy 

of 91.1%, which is suitable for sensitive environments. 
These approaches proved that strong privacy-preserving techniques can be incorporated into ML 
and DL models without severely degrading performance. 
Objective 5: Propose a future-ready hybrid ML-DL framework for secure and 
interpretable cryptographic data analysis. 
Our hybrid framework by combining CatBoost (for interpretability and low latency) and MLP 
(for deep pattern learning) under privacy-aware protocols exhibits a balanced trade-off. The 
ensemble method combining the predictions of both models achieved an accuracy of 95.2%, 
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outperforming either model alone. This supports the hypothesis that hybrid frameworks provide 
synergistic benefits in cryptanalysis with privacy requirements. 
Summary of key findings 
CatBoost showed strong interpretability and consistent performance in lower-data regimes, 
making it preferable for cryptanalysis with limited data. MLP outperformed in high-dimensional 
feature environments but at the cost of interpretability and training complexity. The integration 
of privacy-preserving mechanisms led to minor performance trade-offs but significantly 
improved data protection. CatBoost is more suitable for interpretability and low-resource 
cryptanalysis. MLP excels at high-accuracy, non-linear cryptographic feature learning. Federated 
learning and differential privacy can be integrated with minimal loss in performance. 
Homomorphic encryption ensures secure inference but brings latency. A hybrid model 
outperforms individual models, indicating strong potential for real-world deployment. 
1.6 Conclusion 
This study confirms that both CatBoost and MLP models are viable for cryptanalysis tasks, with 
trade-offs between performance and privacy preservation. While MLP achieves higher accuracy, 
CatBoost offers better interpretability and lower computational cost. Applying privacy-
preserving strategies such as homomorphic encryption and federated learning successfully 
enhances data security, although at the cost of computational efficiency. A hybrid approach 
combining these models under a privacy-preserving umbrella provides a robust framework for 
cryptographic analysis and secure ML deployment. 
Future Work 
Explore transformer-based architectures for sequential cryptographic data analysis. Develop real-
time federated learning systems for live cryptanalysis. Enhance the interpretability of MLP using 
model-agnostic techniques such as SHAP and LIME. Integrate post-quantum cryptography 
resilience into ML model training. Investigate adversarial training techniques to improve 
robustness against cryptographic model attacks. 
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