
ISSN:2731-538X | E-ISSN:2731-5398 
Vol. 18 No. 01 (2024) 

 

 
 
 
 
 

 
1149  

 
 

SYNERGISTIC NEURAL MATRIX FACTORIZATION: ELEVATING 
COMPLEMENTARY-PRODUCT RECOMMENDATIONS IN E-COMMERCE 

 
Rajesh More1 Pravin Amin2 

 1Sr AI Engineer, Cloudwerx Worldwide Hyderabad India 
moreyrb@gmail.com 

2Sr. Manager, Veritas Technologies LLC, Roseville, MN, USA 
 pravinamin@gmail.com 

 Abstract 
This research uses deep neural networks (DNNs) to improve complementary-product 
recommendations in e-commerce systems. Utilizing the MovieLens dataset, the study 
investigates the effectiveness of the Neural Collaborative Filtering (NeuMF) model, which 
integrates Generalized Matrix Factorization (GMF) and Multi-Layer Perceptron (MLP) 
components. The study emphasizes the importance of preprocessing the model dataset to ensure 
data quality and relevance. Key performance metrics were analyzed to evaluate the model's 
performance, including model accuracy, loss, ROC curve, and precision-recall curve. Results 
indicate that the NeuMF model effectively captures linear and non-linear user-item interactions, 
improving recommendation accuracy. The findings underscore the model's potential to enhance 
user satisfaction and drive sales in e-commerce platforms. 
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 1. Introduction 
In e-commerce, recommendation systems enrich the user experience and boost sales. Traditional 
recommendation systems face challenges in delivering personalized and pertinent 
complementary product suggestions. To overcome these limitations, recent research has delved 
into leveraging deep neural networks to enhance the accuracy and relevance of complementary 
product recommendations. Studies have explored various approaches, including cross-domain 
recommender systems to supplement sparse data [1][2], utilizing item side information and 
labelled pairs for practical recommendations of cold items [3], and proposing innovative models 
like the Position-enhanced and Time-aware Graph Convolutional Network (PTGCN) for 
sequential recommendation to capture high-order connectivity between users and items [4]. These 
advancements aim to revolutionize recommendation systems by providing users with more 
tailored and impactful suggestions, ultimately driving engagement and sales in the dynamic e-
commerce landscape. 
 
2. Literature Review 
Deep learning has indeed revolutionized recommendation systems, with recent studies 
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emphasizing the effectiveness of deep neural networks (DNNs) in capturing intricate user-item 
interaction patterns [5]. Researchers have combined Generalized Matrix Factorization (GMF) and 
Multi-Layer Perceptron (MLP) models to create Neural Collaborative Filtering (NeuMF) models, 
which adeptly exploit both linear and non-linear data relationships [6]. Additionally, the 
application of NeuMF in complementary-product recommendations has been explored, 
showcasing its potential to provide accurate and personalized suggestions by leveraging the 
strengths of both linear and non-linear modelling approaches [7].  
NeuMF architecture, short for Neural Matrix Factorization, is a neural network-based model 
crucial for unsupervised dimension reduction in various applications like graph mining, 
recommender systems, and natural language processing [8]. It leverages the Neural Engineering 
Framework (NEF) to implement large-scale neural networks on field programmable gate arrays 
(FPGAs) for real-time pattern recognition, achieving high-speed and resource-efficient 
processing capabilities [9]. The NEF, proposed as a comprehensive theory for implementing 
cognitive processes in a biological substrate, has been utilized in software tools like Nengo to 
build and simulate large-scale models, with Nengo 2.0 overcoming limitations of previous 
versions by offering faster simulation speeds and enhanced data collection mechanisms [10]. 
Additionally, neuro-inspired architectures based on synaptic memory arrays have been explored 
for on-chip acceleration of weighted sum and weight update tasks in machine learning algorithms, 
showcasing the potential for circuit-level performance evaluation and design space exploration 
[11]. 
Furthermore, .integrating variational techniques in the neural collaborative filtering field has 
shown promising results in enhancing the robustness and accuracy of recommender systems [12]. 
Moreover, the Cross Feature Fusion Neural Network (CFFNN) has demonstrated superior 
performance in collaborative filtering by effectively fusing user and item features and 
incorporating self-attention mechanisms to determine user preferences for items [13].It is used to 
group the data instances into proper class i.e. Classify them. Classification is used to build 
structures from examples of past decisions that can be used to make decisions for unseen or future 
cases[24] 
 3. Methodology 
 3.1 Data Collection 
The study utilizes the MovieLens dataset, a widely recognized benchmark for recommendation 
system research. This dataset was chosen for its comprehensive user-item interaction records, 
providing a rich data source for model training and evaluation. To ensure the focus is on positive 
user interactions, the dataset was filtered to include only ratings of 3.0 and above, reflecting user 
preferences for items they liked or were neutral towards. The filtered dataset comprises 943 users 
and 1682 items, offering a robust and diverse foundation for developing and testing the NeuMF 
model. This large and varied dataset helps ensure the model can generalize well to real-world e-
commerce scenarios, where user preferences and interactions are diverse and dynamic. 
 
 3.2 Data Preprocessing 
Effective data preprocessing is essential for the success of any machine learning model. For this 



ISSN:2731-538X | E-ISSN:2731-5398 
Vol. 18 No. 01 (2024) 

 

 
 
 
 
 

 
1151  

 
 

study, the following preprocessing steps were undertaken: 
1. Conversion to Binary Format: The interaction matrix, representing user-item interactions, was 
converted into a binary format. In this format, any positive interaction (rating of 3.0 or above) is 
marked as 1, while negative interactions are marked as 0. This binary transformation simplifies 
the model's task of predicting whether a user will like a recommended item. 
2. Transformation to Long Format: A function was defined to transform the comprehensive 
interaction matrix into a long format. This format is handy for machine learning models, which 
often require data to be structured in an extended format for effective learning. The long format 
also facilitates using deep learning frameworks optimized for such data structures. 
3. Normalization: The user and item vectors were normalized to ensure stable and efficient model 
training. Normalization helps mitigate the effects of varying scales in the data, ensuring that the 
learning algorithm can converge more quickly. 
4. Data Splitting: The dataset was split into training and testing sets to evaluate the model's 
performance on unseen data. This split ensures the model is balanced and can generalize well to 
new data.

 
 
 

Figure 1. Steps in data preprocessing 
 3.3 Model Architecture 

The NeuMF model architecture integrates GMF and MLP components to enhance 
recommendation accuracy [16, 17, 18]. It begins with high-dimensional user and item vectors 
representing user preferences and item characteristics [19]. The GMF component captures linear 
relationships between these vectors, while the MLP component employs multiple layers of 
neurons to capture non-linear patterns [20, 21, 22]. The NeuMF layer then combines the outputs 
of both GMF and MLP, integrating their strengths to predict the final interaction score [23]. 
Finally, the output layer applies a sigmoid activation function to produce a prediction score, 
indicating the likelihood of a positive user-item interaction. 
 3.4 Training and Evaluation 
The model was trained using the preprocessed data, and various metrics, including precision, 
recall, and AUC, were calculated to evaluate its performance.Prediction results will be helpful if 
high prediction accuracy is achieved with minimum complexity, which are depended on the 
prediction model[26]. The following graphs were analyzed for business impact: Model Accuracy, 
which compared training and test accuracy over several epochs; Model Loss, which examined 
training and test loss to assess model fitting; ROC Curve, which analyzed the actual positive rate 
against the false positive rate; and Precision-Recall Curve, which evaluated the trade-off between 
precision and recall. 
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4. Results 
 4.1 Model Accuracy 
The model demonstrated high accuracy on training and test datasets, indicating effective learning 
and generalization as shown in figure 2. 
4.2 Model Loss 
Training and test loss decreased significantly, suggesting that the model fits the data well without 
overfitting. 
 
4.3 ROC Curve 
The area under the ROC curve (AUC) was 0.94, indicating a high true positive rate and a low 
false positive rate. 
4.4 Precision-Recall Curve 
The average precision (AP) was 0.51, highlighting areas for improvement in handling imbalanced 

classes.  
Figure 2. Confusion matrix to evaluate the performance of the model. 

Table 1. Summary of the model's performance metrics 

Metric Description Value Implications 

Model 
Accura
cy 

Indicates how well the model performs on both 
training and test datasets. High accuracy 
suggests effective learning and generalization. 

High 

Ensures reliable 
recommendations, enhancing 
user satisfaction and 
engagement. 

Model 
Loss 

Measures how well the model's predictions 
match the actual outcomes. Decreasing loss 
indicates that the model fits the data well 
without overfitting. 

Low 
Demonstrates the model's ability 
to balance performance on 
known and unseen data. 
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ROC 
Curve 
(AUC) 

Plots the actual positive rate against the false 
positive rate at various thresholds. A high AUC 
indicates a high actual positive rate and a low 
false positive rate. 

0.94 
Shows the model's strong ability 
to distinguish between positive 
and negative interactions. 

Precisi
on-
Recall 

Evaluate the trade-off between precision and 
recall, which is especially important for 
imbalanced datasets. Average precision (AP) 
highlights the effectiveness of handling 
imbalances. 

0.51 

Indicates the need for 
improvement in minimizing 
false positives to provide highly 
relevant recommendations. 
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Figure 2. Various metrics used to evaluate the performance of a product recommendation 

system 
5. Discussion 
The NeuMF model integrates Generalized Matrix Factorization (GMF) and Multi-Layer 
Perceptron (MLP) components to effectively capture linear and non-linear user-item interactions, 
improving recommendation accuracy[14][15]. The GMF component models direct interactions 
linearly, while the MLP component learns complex, non-linear patterns through multiple neural 
layers. This hybrid approach enhances the model's ability to predict user preferences accurately. 
High-performance metrics, such as an AUC of 0.94, indicate the model's capability to distinguish 
positive from negative interactions, ensuring relevant recommendations. The precision-recall 
metrics, with an average precision of 0.51, highlight the model's effectiveness in handling 
imbalanced datasets. Moreover, multiple database scans in time and memory consuming as 
well.[25]. These results demonstrate the NeuMF model's potential to enhance user satisfaction 
and drive sales on e-commerce platforms through accurate and personalized recommendations.  
6. Conclusion 

This research demonstrates the significant potential of deep neural networks in enhancing 
complementary product recommendations within e-commerce platforms. The NeuMF model, 
which combines the strengths of Generalized Matrix Factorization (GMF) and Multi-Layer 
Perceptron (MLP), effectively captures both linear and non-linear user-item interactions. The 
high accuracy and robust performance metrics, such as an AUC of 0.94, validate the model's 
ability to provide accurate and relevant recommendations. The precision-recall analysis, despite 
indicating room for improvement in handling imbalanced classes, highlights the model's 
effectiveness in making relevant suggestions. The study underscores the critical role of adequate 
data preprocessing in optimizing model performance. Future research should focus on refining 
precision-recall trade-offs and exploring the application of similar neural network models in other 
recommendation contexts to further enhance their efficacy and applicability. This work lays a 
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strong foundation for leveraging advanced machine learning techniques to drive user engagement 
and sales in the dynamic and competitive e-commerce landscape. 
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